#算力问题#

问题：李彦宏称「中国基本不会再出Open AI」，如何看待这一言论？

还有哪些信息值得关注？

我的看法完全相反，不但会出，而且中国在未来的ai生态中会拥有举足轻重的领导地位。

微软现在的封闭ai生态，大约相当于占据了以前苹果的生态位。自身不透明，但却对所有依附者有着来自底层架构的强制性。

可以预料，这个生态体系必然的会被非西方体系怀疑和限制。

尤其是，这类大语言ai极大的受到“四十博士”的意识形态影响，实际上从一开始就有了某种深植底层的意识形态，作为内容生成工具，这甚至还不同于苹果仅仅只是中性的硬件工具，显而易见的对意识形态、政治平衡和社会稳定有巨大的潜在威胁。

不甘自弃的主权国家是不会对openAI完全敞开大门的。

这就给“开源AI”留下了专属的生态位。

未来稳定的ai生态会是这样：

它将分成三到四个互相通信的独立模块，作为一个“群落”来提供最终服务。

最底层的是认知层，即将自然语言、图像、声音识别为数字表达的核心。

第二层是服务管理层，这一层负责将需求分解为不同的部分，转给下一层应用层处理。

第三层是各种专业ai，负责回应由管理层分发的请求，给出各自的结论。

第四层是聚合层，负责将各个ai的答复整合成可供应用的回答。

此外还存在一个额外的伦理监管核心，再上述的每一层中负责监察伦理合规状态，管理任务的分发许可。

这其中，认知层约等于基础的语言能力和视觉认知能力，主要处理“互译“问题。这个底层ai，每个国家或区域文明一定会自己做，而不会任由它人插手代劳。

举个例子，标准汉语委员会会最终主理一切中文认知ai的审查和监督工作。这是国家主权和国家安全的一部分，无法假手于人。

服务管理层则注定最终由封闭生态和开源生态并存，相互竞争。

在这一层，大约每一种语言都会有一个官方以及若干个开源版本互相竞争，但使用人数不过亿的语言可能有很大的劣势。

应用层则是将来所有ai相关企业的主要竞争区域。这一点颇类似今天的app生态。

例如，专门处理癌症诊断ai，将仅仅接受医学图像的输入，给出诊断输出，按照请求内容估价和以其收入担保其输出的连带责任。

又例如，高盛会基于自身的数据库给出创业项目评估报告。某律所会根据自身数据积累给出“诉讼结果预测参考”。

又如各种绘画ai，则接受prompt请求返回图像。它们会专业到“以特定风格重绘”、“提供特定角色的一切表情神态图像”，例如，将来会出现“A厂的李逵”。“B厂的赵云”，“C厂的明光铠”，以及“D厂的画风”。

这些ai会从通用AI中独立出来，甚至可能完全独立存在。

甚至，在极端情况下，是由人力来担任最终输出——因为频率够低、品质极佳且对实时性要求不高，某些需求实际上是由人类给出回应。

在这一层，全球会出现上百万甚至数千万的供应商。

围绕上述生态，会出现两大支持性业务——

1）ai训练及训练咨询业务会蓬勃发展，广泛到遍地都是培训班教你如何使用几种主流的训练工具——如同现在教python爬虫或如何使用zbrush一样。

在这里会出现大量将ai训练标准化、通俗化的供应商，来提供“VS A.I”。

在这一层，估计会出现四到五家左右的新巨头。

2）算力出租业务。这不管是指那些组建庞大算力农场为厂家提供服务的计算中心。

这更多的是指普通人通过高速网络，向全球网络出售自己的闲置算力和流量。

很自然，围绕这一出租服务，将会出现大量的“滴滴计算”一类的算力出租中介服务商。

在这一层，会出现大约数千家大型中介企业。

全球数百亿计算设备将汇聚成算力的海洋，击穿所谓的“高端芯片垄断”，让普通企业（甚至个人）也能以可以接受的价格训练出自己的ai，并基于这些ai提供服务。

而要构建这算力海洋，真正的关键并不是芯片研发——至少不全是——而是信息化高端基础建设，是太阳能、5G、超大光纤网和高压输电技术。

尤其是——能迅猛而高效的全面建设这一基础设施的基本社会制度。

那时候，你们就会看到社会主义国家、全民所有制国家的制度优势到底有多大，以及为什么我们会说“领先并不意味着更强”。

再次提醒：

如果你不想错过AI话题下我的回答，建议你特别关注。
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评论区:

Q: 为啥你懂这么多，让人觉得无所不知这一点是人设吧？

A: “刘翔跑十二秒八八”算人设么……

---

Q: 1060算力4.4tflops，120w；4090算力90tflops，450w。单位功耗算力差出5倍多。

以及“算力海洋”的额外通信、同步、调峰、沟通成本……

A: 问题其实主要在于如何分割任务，而不在于速度。

挖矿是占比最高的显卡用途。
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