**大规模智能电网用户的精细化电能分解与用电行为分析**

**文献综述**

1. **前言**

家庭用户消耗的用电量占总用电的三分之一以上。智能电网用户的用电数据隐含着丰富的信息，可以用来研究用户行为模式，提高能源利用率。然而，目前存在的电能分解方法需要借以在家庭中安装嵌入式传感器从而会需要消耗昂贵的硬件资源。针对上述问题，本论文通过分析用电数据中总用电量和用电器用电量之间的关系，并建立非嵌入式的模型对用户的总用电量进行分解，预测用户各用电器的用电量。同时根据用户的用电数据分析用户的家庭属性，包括家庭面积、房间数和家庭人数等。

1. **研究现状**

**2.1基于嵌入式的用电分解**

现在的用电分解主要是基于嵌入式的用电分解，这种方式需要人工安装传感器，需要在每个家庭用电器接电处安装传感器，每隔相同时间收集每个传感器的数据。虽然基于嵌入式的用电分解操作简单，但此种方法存在严重的弊端，此方法不仅需要消耗昂贵的人力物力，更为重要的是分解的精确度不高，是因为在收集传感器数据时会存在误差。

**2.2基于非嵌入式的用电分解**

如今也存在基于非嵌入式的用电分解，也就是不用在每个用电器上安装传感器，通过收集一个家庭的总消耗用电量，通过分析用电数据中总用电量和用电器用电量之间的关系，并建立非嵌入式的模型对用户的总用电量进行分解，预测用户各用电器的用电量。

现有的基于非嵌入式用电分解主要是矩阵分解，矩阵分解主要是将矩阵分解成两个具有特殊含义的矩阵，但此种方法在一定意义上存在着问题，因为此种方法把数据解释为二维的，但事实上，这种解释性不强。除此之外，现有的基于非嵌入式的用电分解存在不高效和精确度低的问题，而造成这种问题的原因主要是上述所说的二维矩阵可解释性不强和对矩阵分解的优化函数不合适。

**3.1矩阵分解**

·**矩阵分解(matrix factorization)**

矩阵分解是将矩阵拆解为数个矩阵的乘积。在矩阵运算中，把矩阵分解成形式比较简单或具有某种特性的一些矩阵的乘积，在矩阵理论的研究和应用中，具有重要的意义。一方面，矩阵分解能够明显反映出原矩阵的某些数值特征，如矩阵的秩、行列式、特征值及奇异值，另一方面，分解的方法和过程往往提供了某些有效的数值计算方法和理论分析根据。

·**非负矩阵分解(Non-negative Matrix Factorisation)**

非负矩阵分解[1-6]是由Lee和Seung于1999年在自然杂志上提出的一种矩阵分解方法，它使分解后的所有分量均为非负值。

**3.2回归模型**

回归模型重要的基础或者方法就是回归分析，回归分析是研究一个变量（被解释变量）关于另一个（些）变量（解释变量）的具体依赖关系的计算方法和理论，是建模和分析数据的重要工具。在这里，我们使用曲线/线来拟合这些数据点，在这种方式下，从曲线或线到数据点的距离差异最小。下面是回归分析的几种常用方法 ：

·**Linear Regression线性回归**[7-8]

它是最为人熟知的建模技术之一。线性回归通常是人们在学习预测模型时首选的技术之一。在这种技术中，因变量是连续的，自变量可以是连续的也可以是离散的，回归线的性质是线性的。线性回归使用最佳的拟合直线（也就是回归线）在因变量（Y）和一个或多个自变量（X）之间建立一种关系。

·**Ridge Regression岭回归**[9-10]

岭回归分析是一种用于存在多重共线性（自变量高度相关）数据的技术。在多重共线性情况下，尽管最小二乘法（OLS）对每个变量很公平，但它们的差异很大，使得观测值偏移并远离真实值。岭回归通过给回归估计上增加一个偏差度，来降低标准误差。

·**Lasso Regression套索回归**[11]

它类似于岭回归，Lasso （Least Absolute Shrinkage and Selection Operator）也会惩罚回归系数的绝对值大小。此外，它能够减少变化程度并提高线性回归模型的精度。

**3.3深度学习**

·[**深度学习**](https://baike.baidu.com/item/%E6%B7%B1%E5%BA%A6%E5%AD%A6%E4%B9%A0)

[深度学习](https://baike.baidu.com/item/%E6%B7%B1%E5%BA%A6%E5%AD%A6%E4%B9%A0)的概念源于[人工神经网络](https://baike.baidu.com/item/%E4%BA%BA%E5%B7%A5%E7%A5%9E%E7%BB%8F%E7%BD%91%E7%BB%9C)的研究。含多隐层的[多层感知器](https://baike.baidu.com/item/%E5%A4%9A%E5%B1%82%E6%84%9F%E7%9F%A5%E5%99%A8)就是一种深度学习结构。深度学习通过组合低层特征形成更加抽象的高层表示属性类别或特征，以发现数据的分布式特征表示[12-14]。

深度学习的概念由Hinton等人于2006年提出。基于深度置信网络(DBN)提出非监督贪心逐层训练算法，为解决深层结构相关的优化难题带来希望，随后提出多层自动编码器深层结构。此外Lecun等人提出的卷积神经网络是第一个真正多层结构学习算法，它利用空间相对关系减少参数数目以提高训练性能。

[深度学习](https://baike.baidu.com/item/%E6%B7%B1%E5%BA%A6%E5%AD%A6%E4%B9%A0)是机器学习中一种基于对数据进行[表征](https://baike.baidu.com/item/%E8%A1%A8%E5%BE%81)学习的方法。观测值（例如一幅图像）可以使用多种方式来表示，如每个[像素](https://baike.baidu.com/item/%E5%83%8F%E7%B4%A0)强度值的向量，或者更抽象地表示成一系列边、特定形状的区域等。而使用某些特定的表示方法更容易从实例中学习任务（例如，[人脸识别](https://baike.baidu.com/item/%E4%BA%BA%E8%84%B8%E8%AF%86%E5%88%AB)或面部表情识别）。深度学习的好处是用非监督式或半监督式的特征学习和分层特征提取高效算法来替代手工获取[特征](https://baike.baidu.com/item/%E7%89%B9%E5%BE%81)。

·**神经网络（Neural Network）**[15-16]

神经网络是一种运算模型，由大量的节点（或称神经元）之间相互联接构成。每个节点代表一种特定的输出函数，称为激励函数（activation function）。每两个节点间的连接都代表一个对于通过该连接信号的加权值，称之为权重，这相当于人工神经网络的记忆。网络的输出则依网络的连接方式，权重值和激励函数的不同而不同。而网络自身通常都是对自然界某种算法或者函数的逼近，也可能是对一种逻辑策略的表达。

人工神经网络是由大量处理单元互联组成的非线性、自适应信息处理系统。它是在现代神经科学研究成果的基础上提出的，试图通过模拟大脑神经网络处理、记忆信息的方式进行信息处理。

**4.研究内容**

**4.1分析Dataport公开数据集，对数据进行预处理**

利用python语言、numpy和panda数据处理库，对Dataport公开数据集的数据进行预处理，筛选和处理成本文需要的特定数据格式。

**4.2采用tensorflow框架实现矩阵分解进行电能分解**

利用tensorflow库搭建矩阵分解的模型框架，通过输入经过预处理的数据，最终通过优化损失函数达到分解矩阵也就是补全矩阵中缺失数据的目的。

**4.3采用tensorflow框架实现回归模型、神经网络进行属性特征预测**

利用tensorflow库搭建回归模型、神经网络的模型框架，通过输入经过预处理的数据，最终通过优化损失函数达到预测家庭属性特征的目的。

**5.总结**

本文旨在节省用电分解的硬件花销和提高用电分解的高效性和精确度。基于国内外用电分解的现状，综合各种在用电分解方面具有优势的算法和工具，通过分析用电数据中总用电量和用电器用电量之间的关系，并建立非嵌入式的模型对用户的总用电量进行分解，预测用户各用电器的用电量。同时根据用户的用电数据分析用户的家庭属性，包括家庭面积、房间数和家庭人数等。
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