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# Problem Statement

In a great deal of scientific and mathematical research and discoveries, problems can be solved by using a partial differential equation to represent the entire system. Unfortunately, this means that there are also many independent variables that must be solved to determine the system’s state and solution. The software process described below attempts to simplify this process by estimating differential equations as systems of equations, which can then be solved quickly and effectively.

Although the mathematics behind this estimation will be discussed later, the idea to model a partial differential equation as a system of equations makes the problem easier not only for humans, but for computers as well. In fact, the speed of the algorithm matters so greatly that two different solvers for systems of equations have been implemented and analyzed in the software to test the efficiency of the differing methods. For the purpose of this report, the methods tested are Gaussian Elimination, a pivot method to find a single value to be used in backward substitution, and Gauss-Seidel, an iterative method that guesses and corrects itself ever more closely to the correct solution. These methods, the results of this analysis, and the subsequent comparisons resulting from the analysis are described in detail below.

The problem therefore, is to solve Poisson’s Equation, a partial differential equation, and the method to be discussed involves defining a system of equations that approximate solutions close enough to the actual values to make the simulation worthwhile.

# Mathematical Background

Although the basics of the software were defined in the problem statement above, the underlying mathematics are somewhat deep and are further explained in the following section. In addition to the two methods used to solve the system of equations, this section also explains how solving a system of equations can effectively provide estimates for the much more complex partial differential equation.

First, the Gauss-Seidel method, as mentioned above, is an iterative method used to solve systems of equations. Although the method is relatively quick, especially since it is already designed as an improvement over Jacobi Iteration, the one major drawback to using Gauss-Seidel is that the method can only be expected to work on a system of equations that is diagonally dominant, although it may work on systems that do not meet this requirement. To clarify, a system of equation is diagonally dominant if the absolute values of the coefficients of the main left-to-right diagonal in the system are greater than or equal to the absolute values of the coefficients of all other entries in the same row of the matrix defining the system.

After ensuring that the system meets this requirement, Gauss-Seidel makes a guess at the values that will solve the system. After verifying that these values are not correct, the estimations received are stored, one at a time, into the unknowns and the process is repeated, overwriting one variable at a time until the solution vector contains data close enough to the real solution that the two are functionally equivalent. The test for “equivalence” is done in this project by comparing vector norms of the last two iterations and declaring the method complete if the two norms differ by no more than a very small value set at the beginning of the Gauss-Seidel method.

The second method used to solve systems of equations is called Gaussian Elimination and belongs to the pivot class of solvers. Not only does this method work on any matrix (as opposed to Gauss-Seidel’s occasional failure on matrices that are not diagonally dominant), but it is fairly easy to understand and can be utilized by anyone with a basic knowledge of Linear Algebra. The method works by row-reducing a matrix into reduced-echelon form, where the major diagonals hold the value 1 and all other entries except the solution vector equal 0.

Upon the completion of the echelon reduction, the values stored in the solution vector are indeed the solutions to the equation. Note that this is the method used by a human doing the method, but the algorithm explained by this report merely creates an upper-triangular matrix and utilizes backward-substitution to find the values more quickly. This means that the first half of row-reduction is accomplished and the bottom left half of the matrix holds 0 values, but the top half still holds non-zero entries. However, this is all that is needed to solve the system, as the bottom row holds a single value that can be used to find one unknown, which can then be plugged into the row above to achieve a second value, propagating up the entire matrix to complete the algorithm.

Now that the linear system solvers have been described, the definition of the translation from partial differential equation to system of linear equations approximation becomes much easier to describe. Although the derivation of the technique is described in the methodologies section below, the actual process will be defined here.

To begin the description, consider that every equation in mathematics can be graphed and that differential equations can be graphed on a three dimensional plane. The information given in our approximation includes the values on the boundaries of this plane, such that we know for certain what the equation will return when an x or y value equals 0 or 1. Also consider that integration over a number of points can be approximated by evaluating a large number of equally spaced points on the equation and summing them together. With this information in mind, consider a matrix of all of these points in the estimation and realize that another very strong estimation would be to assume that each point is the average of the four points surrounding it in the matrix.

Now create a “mesh” with values in the middle of the mesh numbered starting at 1 in the lower left hand corner and incrementing by one every step to the right, eventually jumping to the next row and starting again at the far left. Using these numbers as indices in the matrix, create a coefficient matrix where each row contains the aggregate of the numbers used to estimate the sum, such that the right diagonal contains only 1’s and every point in the row where a column number matches an index in the mesh contains a -1/4, that point’s part of the estimation. The B Vector simply performs the summation, adding up all values on the outside edge inside of the vector, then multiplying by 0.25, the average, and subtracting off ((h^2) / 4) times the forcing function, the right hand side of the differential equation. Now that the matrix and vector are created, the only task left is to solve a system of equations, an incredibly simple process.

# Methodologies

The following section discusses the techniques used and inputs necessary to make the approximations and linear system solvers work as expected. The first section, Mathematical Techniques, explains how we derived the approximation method, how it works, the techniques used to make it quicker, while the second section describes the parameters and C++ techniques used in the solution described in this report.

## Mathematical Techniques

In addition to the Gauss-Seidel and Gaussian Elimination solvers described above, the additional overarching technique used in this project is similar to methods used to approximate integration. By taking small chunks out of the solution space and finding particular values at these locations, the waveform or solution as a whole can be approximated efficiently and effectively. Although the method is more complicated that the simple algorithms used to approximate integration, the underlying idea is the same. Our method additionally involves the use of system-of-equations solvers to solve the two-dimensional space defined by partial differential equations instead of the more simply differential equations involving a single variable.

## Parameters

Despite approximating solutions to a somewhat difficult problem, the number of parameters that must be defined in the code associated with this project was comparatively small. First, the mesh size used was the lone parameter defined by the user, and was used to build the matrix and vectors necessary to achieve the approximate solution. The most important use of the mesh size parameter was finding the balance between a better approximation by increasing this size and keeping this size small enough that the program could still run to completion in an acceptable amount of time. For the purpose of display and analysis, the graph below displays the approximations found by the Gaussian Elimination algorithm for mesh sizes of 30 to 50 in increments of 5.  
  
 Additional parameters mentioned, such as number of iterations and necessary computations of row arithmetic were not defined by the user and played a role only in defining which method is “better” in terms of computational power and time required to reach a solution. These parameters will be discussed in more detail in the analysis section below.

# Solution and Analysis

The comparisons analyzed below measured two aspects of the varying solver classes, runtime and necessary computational power. The easier of the two, runtime, was measured by using the clock in the programming language C++ to measure runtime of the two different solvers. The results of this measurement are shown below, but there is little more to discuss on this topic, as the numbers speak for themselves and Gauss-Seidel is the clear winner in terms of runtime alone.

The second aspect, computational power, was analyzed differently in the two methods, since they are members of two different classes of solvers. The first solver, Gauss-Seidel was the easier of the two to measure since it is an iterative method, as described above, and iterations can be counted and analyzed easily. The issue arises when measuring the second solver, Gaussian Elimination, since it is a pivot method and works by row-reducing a matrix, not iterating through solution estimates. The final decision and the one discussed here works by measuring the number of row additions or subtractions that needed to be carried out for the algorithm to run to completion. The number of iterations and row operations are also displayed below but cannot be so easily compared to each other due to the measurement of fundamentally different operations.

T approximation found by the algorithms designed for this project output a coherent graph and one that resembles an equation that could be expected and estimated given the known values at the outer boundaries. In addition to finding a solution that looks useful, the approximation does make sense and helps us to understand, if not the equation’s solution itself, the form of the solution and its use in mathematical modeling. Finally, the approximation seems to be correct, as no values are less than 0 or greater than 1 (the numbers at the boundaries) and the numbers do indeed near the boundary values as they get ever closer to the edges, meaning that the solution can be taken to be viable, useful output.

**Time Required to Run to Completion**

|  |  |  |  |
| --- | --- | --- | --- |
| Mesh size | | Gaussian Elimination (seconds) | Gauss Seidel (seconds) |
| 25 | 2 | | 0 |
| 30 | 6 | | 0 |
| 35 | 16 | | 0 |
| 40 | 37 | | 0 |
| 45 | 76 | | 0 |
| 50 | 146 | | 0 |
| 55 |  | | 1 |
| 60 |  | | 2 |
| 65 |  | | 2 |
| 70 |  | | 4 |
| 75 |  | | 5 |
| 80 |  | | 7 |
| 85 |  | | 11 |
| 90 |  | | 17 |
| 95 |  | | 23 |
| 100 |  | | 39 |

# Conclusion

The problem that the project solution described in this paper set out to solve was approximated and solved using methods that were instead highly efficient at solving systems of equations. This problem, Poisson’s Equation, is a partial differential equation used in statistical analysis and represents a “generic” differential equation that the algorithms defined in this report are able to approximate. Therefore, instead of outright solving a differential equation, a task which can be both difficult and very lengthy, an approximation was created and executed, the results of which can be seen above and analyzed, resulting in a highly efficient guess at the equation’s true solution.