# 前言

# 相关工作

## 稀疏表示

信号稀疏表示的最初目的是为了用比香农定理更低的采样率来表示和压缩信号[1],就像离散余弦变换和小波变换等。在过去几年里，稀疏表示已经被用于很多信号处理，模式识别的实际应用中。例如，在信号的图片处理领域，稀疏表示被用于信号压缩和编码[2],图片去噪[3],图片超像素图片超像素[4]。在模式识别领域，稀疏表示被用于目标识别和分类任务[5][6]。一些研究表明基于稀疏表示的分类器非常有效，在一些人脸数据库上的识别率甚至是目前的最高水平。

正如在离散余弦变换和小波变换中，原始信号可以用基函数表示，稀疏表示则是用一个称之为字典的超完备冗余的函数系统来代替原始基函数，并利用字典中最少的原子来表示一个原始信号。

稀疏表示的思想如下[7]：假设样本集有可以分为类的共个训练样本，表示属于第类的l个样本集,如果训练样本足够多，则属于第类的任意一个样本可以近似地表示成此类的所有训练样本的线性组合

目标函数如下：

假如有

## 鉴别稀疏保持投影

稀疏保持投影[8]将所有样本作为字典原子进行稀疏重构，鉴别稀疏保持投影则是增强了同类数据的稀疏表示权重[9],在保持局部结构的同时保持样本之间的总体信息，通过局部合并，以整体的方式发现和重建数据集的内在规律。并通过求解最小二乘问题来更新SPP中的稀疏权重矩阵，得到了一个更能真实反映鉴别信息的鉴别稀疏权重。将无监督的SPP转换成有监督的DSPE，充分利用训练样本中的标签信息。 样本训练集，其中，是类别标记为的样本集合，即第类样本。通过最小二乘法获得最能反映类别鉴别信息的权重，目标函数如下：

其中,第个分量为0，即将任一向量利用同类中除自身以外的向量进行表示。经证明[9]，该方法具有良好的鲁棒性，具有旋转、平移、尺度不变的特性。 为了考虑样本集的全局几何结构，DSPE进一步考虑异类样本对原样本重构的影响。将扩展到个分量,即将除鉴别信息权重以外的系数设置为0.令,对进行在超完备字典上的稀疏表示，其中,将人脸样本由鉴别信息权重重构后得到的残差有其他类的所有样本进行稀疏重构：

作如下变换：

由于非负，,，目标函数转化为

将优化结果与串联，得鉴别稀疏权重。由于,,故,该鉴别稀疏权重能够保持旋转，平移，尺度不变的特性[9]与SPP相比较，DSPE中最小化同类样本重构数更加趋近于0，既增强了同类费劲林样本在重构中的作用，又削弱了异类伪近邻样本对原样本重构的影响，有利于保持同类样本相互靠近，异类样本相互远离的本质。当时，鉴别稀疏权重便退化成了类似于NPE保持低维流形上同类数据近邻关系的重构权重，表明DSPE能很好地反映数据在低维流形上的分布，与此同时，对的稀疏表示有利于加强算法的鲁棒性 DSPE的目标在于将数据间的鉴别稀疏重构特征进行保持并嵌入到低维流形上，因此，数学模型如下：

对目标函数进行变换，目标函数转换成

其中，,目标函数可以通过求解广义特征值得解

选取最大的个特征值所对应的特征向量构成特征子空间，即可得到DSPE的线性降维映射 DSPE既反映了样本间的鉴别关系，又能很好地排除伪类样本在重构人脸数据时带来的负面影响，经实验，在多个人脸库上效果超过PCA，LDA，NPE，LPP，SPP等算法。

## 核技巧

### 非线性分类问题

非线性分类问题是指通过利用非线性模型才能很好地进行分类的问题[10]。如下图所示，左图为一个分类问题，图中“.”表示正实例点，“”表示负实例点，由图可知，这些实例无法通过一条直线进行分割，而可以通过一条椭圆曲线进行正确区分，像这种需要一个超曲面才能将正负实例区分开来的问题成为非线性可分问题。

非线性问题求解困难，因此将非线性求解转化成线性求解是一种有效的方式，通过非线性变换将非线性分类问题转换成线性分类问题。

以以上分类问题为例，设原空间为 ，，，新空间为，，定义从原空间到新空间的映射:

经过变换，原空间 变换为新空间，原空间中的点相应地变换为新空间中的点，原空间中的椭圆

变换成新空间中的直线

在变换后的新空间中，直线可以将变换后的正负实例点正确分开。这样，原空间的非线性可分问题就变成了新空间的线性可分问题。因此用线性分类方法求解非线性分类问题分为两步：首先使用一个变换将原空间的数据映射到新空间，然后在新空间里用线性可分学习方法从训练数据中学习分类模型。核函数就是将原空间数据映射到新空间的一种方法。

### 核函数的定义

在学习和预测中，我们只需要定义核函数[10]，而不显式地定义映射函数。通常，直接计算比较容易，而通过和并不容易。对于给定的核，特征空间和映射函数的取法并不唯一，可以取不同的特征空间，即便是同一特征空间里也可以去不同的映射。

### 常用核函数

通常所说的核函数是正定核函数（positive definite kernel function）[10]，由Mercer定理可以得到Mercer核（Mercer Kernel）[11]，正定核比Mercer核更具一般性。在实际问题中往往使用已有的核函数，下面介绍一些常用的核函数：

1. 多项式核函数
2. 高斯核函数

核函数的思想可以和传统的方法相结合，形成多种不同的基于很函数技术的方法，可以为不同的应用选择不同的核函数和算法。目前基于核函数的传统方法改造已取得一些成果，核主成分分析(kernel PCA)[12]、核部分最小二乘法(kernel PLS)[13]和核鉴别分析(Kernel Fisher Discriminator,KFD)[14]是核函数的典型用例，在应用中都取得了不错的效果。

# 核鉴别稀疏保持嵌入

## 核鉴别信息权重

将样本信息映射到高维空间为，只要证明越小，则越小最小二乘问题变为

因为和是未知的，所以目标函数不能直接求解，所以将问题转化成以下约束：

求证 ，

，

同时达到最小值

目标函数转换成线性规划问题，可以求解。

## 核稀疏重构权重

令,令即从超完备字典中剔除样本 令,即样本由鉴别信息权重重构后得到的残差，对其对样本中的其他类进行重构：

同理由于函数不能直接求解，将左乘转换成，即

求证 [section]

对任意都存在，只要 就有.

$$C^{T}\phi{(x\_{ij})}=
\left[
\begin{array}{cccc}
\phi{(x\_{11})} & \phi{(x\_{12})} & \ldots & \phi{(x\_{1k})}\\
\phi{(x\_{21})} & \phi{(x\_{22})} & \ldots & \phi{(x\_{2k})}\\
\vdots & \vdots & \ddots & \vdots\\
\phi{(x\_{c1})} & \phi{(x\_{c2})} & \ldots & \phi{(x\_{ck})}
\end{array}
\right]\phi{(x\_{ij})}
=\left[
\begin{array}{cccc}
k(x\_{11},x\_{ij}) & k(x\_{12},x\_{ij}) & \ldots &\k(x\_{1k},x\_{ij}) \\
k(x\_{21},x\_{ij}) & k(x\_{22},x\_{ij}) & \ldots &\k(x\_{2k},x\_{ij}) \\
\vdots & \vdots & \ddots & \vdots \\
k(x\_{c1},x\_{ij}) & k(x\_{c2},x\_{ij}) & \ldots &\k(x\_{ck},x\_{ij})
\end{array}
\right]$$

将按照不同类别分块，得,将稀疏到完备字典上得 结合得到的鉴别权重,将系数串联得到,这样我们就得到了核鉴别稀疏权重。由于，，故，能够保持旋转，平移，尺度不变的特性，证明过程见[9]

## KDSPE的目标函数

与DSPE同理，KDSPE的目标函数数学模型如下：

与DSPE的推导相似，可得到

选取得到的最大的个特征值所对应的特征向量构成的特征子空间，即可得到KDPE的线性降维映射.
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