# 基于LSM-RN模型的流量预测

路网流量预测是指给定路网历史流量数据，预测未来的流量数据。随着手机的普及和基站等基础设施的发展，我们可以容易地获得高精度高频率的手机信令数据。并可以通过一定的算法，从信令数据中获得路网上的车速、流量等信息。现有的路网信息预测模型中大多数是通过历史路网中的边信息预测未来路网中的边信息，如自回归滑动平均模型（ARIMA）[1],支持向量回归模型[2]，和高斯过程[3], 也有一些模型考虑了路网节点的拓扑关系，将相邻节点的历史信息用于对节点信息的预测，如HMM[4], 这些模型将时间信息和空间信息结合，取得了更好的效果。然而一些模型的计算复杂性高，如高斯过程和HMM，预测结果依赖于长时间的线下训练，再实际应用中很难做到实时。基于这些现状，我们采用一种基于隐空间模型的路网预测模型进行预测，即LSM-RN（Latent Space Modeling for Road Networks）。

LSM-RN将路网流量信息嵌入表示到隐空间，同时考虑了时间和空间的影响因素。认为路网流量信息在隐空间中，相邻节点的流量信息具有相似性，且节点的相邻时间片上流量信息具有一定的转化规律，并且可以通过矩阵描述。通过对路网历史流量信息的学习，挖掘出路网所对应的隐空间属性以及路网流量信息在隐空间中的变化规律。利用学习到的规律对未来几个时间片进行预测。此外，LSM-RN可以实现大规模的实时计算。

## 问题定义

道路根据沿路的基站经纬度划分成不同的路段，如图[]。每个路段对应一个基站，该路段的流量信息通过所对应基站的4G手机信令记录的数据根据文献[]中的算法得到，如下图中编号为1的路段流量数据由1号基站的数据得到。

（补图）

经过路段划分，道路网络可以被看作是一个有向图 , 其中是图的节点集，是边集。道路网络中的节点即为不同路段的起点和终点，边即为连接起始点的有向路段，每条边的数据对应该路段上的流量值。因此路网的邻接矩阵的元素对应值代表节点所连接边的权重，在本文中即为流量数据。举例说明，下图中展示了某个时间片下一个有七个节点和10条有向边的路网图

(补图)

流量信息的采样率可以在手机信令数据的采样率基础上调整。如手机信令数据的采样率为 可以设定流量采样间隔 。根据所设定的时间间隔 span， 我们对每个时间片都可以形成一个路网的快照信息图 。道路网络的流量动态变化可以表示成。在某一时间片下的路网流量快照中，不排除出现由于设备问题出现数据丢失等情况。

根据以上描述，路网流量信息预测可以定义为：给定一个动态道路网络，预测个时间片以后的路网,其中是预测步长，如若,则我们预测，即下一个时间片的路网信息。

## 隐空间模型

隐空间模型假设一个图的节点可以嵌入表示到一个可以描述节点隐层属性的隐层空间，并认为相似节点在隐层属性上相似度高。例如，在社交网络的社团发现[5]、话题发现[6]等问题中，认为在某些隐形属性上（如社团、话题等）距离近的用户更容易聚集为一个社团，或者更容易形成一个话题。在道路网络中，假设路网中的节点拥有很多隐层属性，且一条边的起始点和终止点不同的隐层属性间可能会相互影响，通过从历史数据中学习这种隐空间表示和变化规律，预测出未来路网的流量数据[7]。

隐空间模型实现原理是通过最小化实际值和根据隐空间属性表示得到的估计值间的差别，差别描述通常采用KL散度、最小平方误差等指标。具体的实现方法有很多种，最常用的是非负矩阵分解(Non-negative Matrix Factorization)。非负矩阵分解是将非负矩阵分解成两个非负矩阵和,其中

非负矩阵分解可以通过乘子迭代法[8]优化目标函数，得到局部最优解。

## LSM-RN模型

### LSM模型

一个拥有个节点的道路网络在时间的流量数据可表示成

对路网中的每一个顶点，假设其具有某些隐空间特征，设顶点在隐空间上的表示为,其中,为隐空间属性个数。不同的隐空间属性会影响道路的流量情况，例如交叉路口比非交叉路口流量大，城内道路比城际道路流量大等。举例说明如下：

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 交叉路口 | 城市内 | 居民区 | 商业区 |  |
|  | 0.9 | 0.1 | 0.8 | 0.2 |  |

所有节点的隐空间表示组合一起可以构成隐空间矩阵 。

起始点和终止点不同的隐空间属性值会对流量值产生影响，例如两个交叉口间的路段相较其他普通路段会更大。这种隐空间属性之间的影响可以通过矩阵来描述，其中。节点和节点之间的流量可以看作隐空间属性的线性加和，如下：

路网中所有节点在隐空间上的映射表示可以表示成矩阵，我们希望通过隐空间表示矩阵和隐空间属性矩阵还原路网矩阵G，求解和的过程可以看作非负矩阵分解的过程，目标函数定义如下：

### LSM-RN 模型

道路网络具有稀疏性，道路网络流量变化具有平滑性，不会出现跳变现象，因此根据路网本身的特点，可以对基本LSM模型进行完善，形成LSM-RN模型，获得更好的表示结果。

#### 路网数据的稀疏性

在实际的路网数据中，道路网络是非常稀疏的，节点的平均度数非常小，且可能会出现数据丢失的情况，路网矩阵流量数据为0的路段有可能是两节点之间并无连接，也有可能是数据的丢失，但两种情况是无法区分的。因此为了克服矩阵的稀疏性，只考虑观测到的有值的部分，即流量值的元素。定义指示矩阵，其中

目标函数变为

其中，表示矩阵的哈达马积，满足。

实际路网数据中可能存在数据丢失，路网中相邻路段间的流量不可能发生跳变，因此我们可以合理假设相邻路段间的流量变化是平滑的，可以对目标函数加入惩罚因子如下：

对该式子进行化简如下：

其中矩阵为图的拉普拉斯矩阵，即，其中表示图的权重矩阵，即相似度矩阵，在路网中则可看成路网的邻接矩阵。

因此，目标函数化为

其中

为正则项系数。

#### 路网数据的时间相关性

每个时间片下路网会有对应的流量图,这些路网数据快照在隐层空间分别映射成对应的隐层空间图表示矩阵,同时有对应的指示矩阵，同时隐层属性交互矩阵应属于路网的固有属性，因此我们认为矩阵与时间无关，同理路网的拉普拉斯矩阵与时间也无关。则目标函数可改写如下：

路网流量数据变化是平滑的，不会出现跳变，可以合理假设相邻时间片的流量数据在隐空间模型上的变化可以通过转移矩阵来刻画，即，其中,通过历史流量数据的变化，可以学习流量转移矩阵，转移矩阵刻画了在时间到时间之间，隐层属性之间相互转化的可能性，如属性经过一个时间片将会有多大可能性转化为属性。在目标函数上添加转移矩阵的惩罚项，目标函数变为

其中为正则项系数。

#### 路网流量数据的预测

通过优化目标函数

其中为正则项系数，可以根据路网的历史流量数据学习到隐层属性矩阵、转移矩阵以及每个时间片路网对应的隐层属性表示矩阵，设预测步长为，则有以下式子

### 模型求解

非负矩阵分解的常见求解方式是迭代乘子法[8]，模型输入参数为时间到中的路网流量数据快照,指示矩阵,路网相似度矩阵等，学习到的变量有各个时间片对应的隐空间图表示矩阵，隐空间属性交互矩阵,转移矩阵,模型求解伪代码如下：

输入：$G\_1,G\_2,\ldots,G\_T$，$Y\_1,Y\_2,\ldots,Y\_T$，$W$  
输出：$U\_t(1\le{t}\le{T})$,A,B  
  
1. 初始化$U\_t(1\le{t}\le{T})$,A,B；  
2. while 不收敛 do  
3. for t=1 to T do  
4. 更新$U\_t$  
5. 更新 $B$  
6. 更新 $A$

各变量的更新规则[7]如下：

根据文献[8–10],求解过程正确性和收敛得证。

### 实验

#### 实验数据说明

本文实验采用福建省七条高速公路沿途基站2016年10月1日至2016年10月31日期间所收集的手机信令数据和基站经纬度数据，由中国移动（CMCC）提供，根据基站经纬度将道路划分为若干路段，道路信息如下：

|  |  |  |  |
| --- | --- | --- | --- |
| 编号 | 线路ID | 线路名称 | 路段个数 |
| 1 | G15 | 沈海高速公路 | 741 |
| 2 | S35 | 沈海高速复线 | 118 |
| 3 | G25 | 长深高速公路 | 305 |
| 4 | G70 | 福银高速公路 | 213 |
| 5 | G72 | 泉南高速公路 | 225 |
| 6 | G76 | 厦蓉高速公路 | 234 |
| 7 | G1501 | 福州绕城高速公路 | 68 |

原始4G信令数据记录字段包括：用户标识（加密）、日期时间、位置区码(LAC)，小区号(Cell Id)，信令类型等字段组成，其中位置区码和小区号唯一确定一个基站。示例数据如下：

|  |  |
| --- | --- |
| 字段 | 值（示例） |
| 用户标识（加密） | 4B2DD9C6843D678410647A4375A2A1E2 |
| 日期时间 | 2017-09-06 20:54:30 |
| 位置区码(LAC) | 6074 |
| 小区号(Cell Id) | 67FF510 |
| 信令类型 | 12 |

根据文献[@]中的算法，将4G手机信令数据处理得到各路段的车速和相对流量值，示例数据如下：

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 公路标号 | 时间戳 | 路段编号 | 方向 | 车速 | 相对流量 |
| S35 | 2016/10/01 00:05:00 | 4 | 1 | 71.6 | 3 |

#### 实验设置与结果

本实验以公路G1501为例训练模型并预测，对模型中所涉及的不同变量，如训练数据时间跨度，预测步长，高峰与非高峰，各正则项参数等进行多组实验，并分别将实验结果与滑动平均所得预测值进行对比，评估本模型的有效性。

为了全面评估实验效果，我们采用平均绝对百分比误差(Mean Absolute Percent Error,MAPE)、平均绝对误差(Mean Absolute Error,MAE)、均方根误差(Root Mean Square Error, RMSE)、归一化的平均绝对误差(Normalized Mean Absolute Error,NMAE)衡量，计算公式如下：

|  |  |
| --- | --- |
| 评估指标 | 公式 |
| 平均绝对误差(MAE) |  |
| 平均绝对百分比误差(MAPE) |  |
| 均方根误差(RMSE) |  |
| 归一化的平均绝对误差(NMAE) |  |

##### 参数敏感性测试

本模型中涉及等常数项，为了探讨各个常数项的取值对模型效果的影响，设计了三组对比实验。本模型中采用随机值初始化等变量，为了避免不同随机值给实验造成的误差，需要固定初始随机值。此外，我们假设对模型的影响是独立的，对比实验将其中两个变量设置为默认值，观察另一个变量对模型的影响。对比实验各参数设置情况如下：

|  |  |  |
| --- | --- | --- |
| 参数 | 数值设置 | 默认值 |
|  | 5,10,15,20,25,30 | 5 |
|  | 0.5,1,2,4,8,16 | 1 |
|  | 0.5,1,2,4,8,16 | 1 |

实验结果如下：

由图？可以看出，隐变量维数越高，预测效果越好。这是因为隐空间维度越高，数据还原误差越小，更容易把握训练数据的规律，从而到达更高的预测准确率。由图？可以看出正则项参数对预测结果并无明显影响。

##### 训练数据时间跨度

训练数据时间跨度会对隐空间特征的学习产生影响，如根据1小时前的数据预测与根据1天前的数据预测结果会不同，因此本组实验设置训练数据的时间跨度 分别为，实验结果如下：

|  |  |  |
| --- | --- | --- |
| 参数 | LSM-RN模型MAPE | 滑动平均MAPE |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |

（实验结果分析：待补充）

##### 预测步长

本实验设置预测步长，对模型分别进行训练和测试，实验结果如下：

|  |  |  |
| --- | --- | --- |
| 步长 | LSM-RN模型MAPE | 滑动平均MAPE |
|  |  |  |
|  |  |  |
|  |  |  |

(实验结果分析：待补充。步长增多带来的累积误差影响)

##### 高峰期和非高峰期

（这块儿还得再详细改改） 路段流量变化具有周期性，高峰期和非高峰期的变化规律有差别，如：上午8：00-10：00是高峰期，晚上则流量稀少为非高峰期，此外假期期间的流量与平时比也会有异常。本实验分别选取高峰期和非高峰期的流量数据进行分析，测试本模型在不同情况下的性能。实验结果如下：

|  |  |  |
| --- | --- | --- |
| 时段 | LSM-RN模型MAPE | 滑动平均MAPE |
|  |  |  |
|  |  |  |
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