芯片标识识别调研

光学字符识别（Optical Character Recognition，OCR）主要包括文本检测和文本识别两部分。文本检测指使用机器视觉检测出图像中包含有字符内容的部分区域，文本识别指识别出所检测字符区域中字符的具体内容。

目前常见的文本检测方法主要有传统方法和深度学习方法。传统方法主要使用投影分割、二值化等形态学方法来检测字符区域，方法较为简单但只能处理背景简单、排列统一的字符图像且鲁棒性较低。深度学习方法主要分为基于候选框（Bounding Box）回归和基于语义分割（Semantic Segmentation）的检测。基于候选框回归的检测在图像中寻找包含有字符的边界框，可使用Faster R-CNN[12]和SSD[13]等模型进行检测。Liao[14]等人提出的TextBoxes算法在SSD的基础上做出改进，调整了卷积核与默认锚框的比例。其后续提出的TextBoxes++算法[15]又进一步扩展了卷积核和默认锚框的多样性。Nabati[16]等人提出了旋转区域候选网络（Rotation Region Proposal Network，RRPN)，在标注中加入角度信息并在网络中引入旋转候选框，能够实现不同方向文本的检测。基于语义分割的方法在像素级别上寻找字符区域，多用于检测不规则形状的文本。Dai[17]等人提出的FTSN在语义分割网络的基础上加入多尺度特征融合，使用基于分割掩码的非极大值抑制（Non-Maximum Suppression ，NMS）算法代替传统的NMS 算法，能够实现对高度倾斜文本的检测。Baek[39]等人提出了一个字符级别的文本检测网络CRAFT，使用卷积神经网络产生字符区域得分和亲和力得分，能够检测出复杂场景下多种方向和形状的文本图像。

早期的文本识别方法主要是通过模板匹配的方法，为每个字符都设置一个标准的模板图像，将需要预测的字符与模板进行匹配，相似度最高的模板即为最终的匹配结果。模板匹配方法需要人工设计模板，且不适用于背景复杂的文本图像。机器学习方法使用支持向量机（Support Vector Machine, SVM）、随机森林（Random Forest，RF）、人工神经网络（Artificial Neural Network，ANN）等等进行分类，相比于模板匹配取得了更好的效果，但只适用于单字符识别。深度学习方法能够学习到图像中的高维特征[38]，以词汇或者行为单位进行文本识别，大大提高了识别效率和鲁棒性。Jaderberg[41]等人提出将场景文本识别作为一个分类问题，使用CNN对其进行分类，但这种方式需要预先定义词汇表。Zihlmann[18]等人提出了一个卷积循环神经网络模型和CTC损失函数[19]，能够实现高精度的文本序列识别。Cheng[44]等人将输入图像编码为四个方向的四个特征序列，可以处理不规则的文本。Shi[20]等人使用空间变换网络（Spatial Transformer Networks，STN）实现了不规则文本区域的校正并识别。Shi[21]等人后续提出的ASTER算法将STN校正和序列识别网络融合起来，进一步提高了识别准确率。Li[42]等人通过对STN使用额外的监督并在数据集中标记一部分转换参数进一步改善了校正结果。Liu[43]等人引入不包含几何形变的“干净”图像作为额外的监督，使用编码器-生成器-鉴别器-解码器网络指导图像特征学习，能够识别弯曲路径上的文本但无法处理背景混乱的文本。Yang[40]等人提出对称性约束的校正网络ScRN，通过文本的几何属性约束来校正文本，能够校正高度弯曲的文本并使用额外的识别模块进行识别。Wan[45]等人使用文本识别框架TextScanner对文本进行识别，使用类别分支对字符进行分类，使用几何分支对字符的位置和顺序进行预测。Wang[46]等人将传统的注意力机制解码器解耦分为卷积对齐模块和解耦文本解码器消除了注意力方法中存在的对齐问题。Hu[47]等人提出GTC对CTC模型引导训练，并使用图卷积网络（Graph Convolutional Network，GCN）来学习提取特征的局部相关性。

随着OCR技术延伸至工业领域，研究人员开始将其用于芯片标识识别。芯片标识字符识别过程一般要经过预处理、字符定位、字符分割与字符识别四个步骤。预处理阶段通过各种方法减弱光照、对比度等原因对图像中标识造成的影响，字符定位阶段检测出图像中的字符并对其进行定位，字符分割阶段对检测出的字符进行分割，得到一个个的单个字符，字符识别阶段对分割后的单个字符进行逐一识别。

在对芯片标识进行识别的一系列研究中，MacLean[3]等人使用图像梯度提取IC芯片图像的相关系数值并对其进行改进，将传统的相关系数计算简化成四项加减运算，最后使用金字塔方法加快芯片的匹配速度，但该方法要求图像大小、方向、光照等条件相对稳定。Jiang[4]等人提出了使用灰度互相关法检测IC芯片标识字符，使用二值化以及膨胀、腐蚀、图像细化等操作来处理图像并使用归一化互相关方法进行识别，但其IC标记类型较少、方向角度较为固定。Ganapathy [5]等人使用专家系统进行字符识别，对二值化图像中的字符进行细化，将其转化为骨架结构后再利用模板提取字符图像中的各种字符特征，然后对字符进行识别，大大加快了识别速度。Chen[6]等人使用一套自动化IC芯片检测系统，使用多分辨率金字塔加快感兴趣区域（Region of Interest，ROI）的搜索速度，进行噪声滤波后对单字符进行识别。Fan等人[28]使用SVM构建了一个IC字符自动识别系统。Jian[32]等人使用随机森林算法进行标识检测，并构建了一个嵌入式字符识别系统。Hu[34]等人使用基于版面分析和边缘检测的方法对芯片区域进行定位，采用灰度投影法对字符进行分割并针对分割时存在的字符粘连断裂问题进行优化，构建了一个基于卷积神经网络的字符检测识别系统。Zhu[33]等人使用改进的LeNet-5网络模型对芯片标识进行检测，能够适应同时存在水平和垂直字符的情况。Khannakum[35]等人使用最大稳定极值区域（Maximally Stable Extrernal Regions，MSER）算法寻找标记区域，使用联通组件标记算法对标记目标进行分割后再使用基于离散余弦变换（Discrete Cosine Transform，DCT）和有限脉冲响应滤波器（Finite Impulse Response，FIR）的系统进行字符识别。Gao[36]等人在对图像字符进行分割后使用一个轻量级的人工神经网络对字符进行识别，并对标记的逆序排列进行了识别并处理。Gorokhovatskyi[37]等人提出了一种简化的Neocognitron网络结构对光学标记进行识别，但其识别类型只有三种类型的标记符号。胡洋[7]对IC图像进行预处理后，通过连通性分析得到芯片区域并校正方向，在对字符进行分割后使用BP神经网络进行识别，但由于训练集较大且训练时间较长，导致其实时性较低。张静平[23]提出了一种结合字符多种特征的识别方法，但流程较为复杂且没有考虑图像倾斜带来的影响。林慧[24]通过一种小字符端到端识别算法和模糊芯片图像去模糊算法以及芯片字符识别数据增强算法，在小样本场景下取得了较好的识别结果但在芯片字符倾斜情况下仍然存在不足。郭晓峰等[22]通过基于字符几何特征的字符分割方法和基于字符轮廓最小外接圆的归一化与重定位方法，提高了字符分割的准确性并实现了一定程度的图像校正。柯一剑[25]提出了一种根据字符特征先分类再编码匹配的识别算法，对字符进行了抗干扰处理，一定程度上增加了识别准确率并能够识别多种类型的字符，但其算法复杂性随着模板字符类型的增加而增加，有大量芯片要识别时实时性得不到保证。王文平[26]搭建了一个基于Halcon的芯片字符识别系统，在识别速度和准确率上得到了不错的结果，但其只适用于字符尺寸相同时且受光照影响较大。肖剑[27]使用改进的投影分割算法和基于两字符距离的匹配算法取得了不错的识别效果，但识别效果依赖于字符模板库的存储量且系统效率不高。法弘理[29]结合2D与3D图像，设计开发了基于3D视觉的PCB字符识别系统，但需要对2D和3D图像进行配准且识别的速度有待提高。陈中舒[1]通过光照增强、方向修正等方法识别倾斜图像标识，通过一种基于弱监督学习的文本检测方法解决了标识小、紧密排列的问题，但其假设芯片标识方向只有0°、90°、180°和270°四个倾斜方向，在芯片标识向其他方向倾斜时需要改进。邵俊豪[30]提出了一种形状模板匹配方法，能够在遮挡、混乱等情况下识别晶圆标识符，但其需要手工设计模板图片并微调模型参数。万乃嘉[31]设计实现了一个基于领域自适应的芯片字符识别系统，解决了工业环境下图片质量低、数量少的问题。

（文献7）常用的字符特征提取方法有直方图特征[8]、区域网格统计法[8]、矩特征[9]、基于线的特征[10]、霍夫变换[11]等。

直方图特征输入归一化后的二值化图像，统计二值化图像中每一行、每一列的字符前景像素的数量，从而获得每一行、每一列的前景像素分布情况。算法比较简单，对印刷字符较为实用但对噪声敏感并且在特征提取前要对字符图像旋转校正。

区域网格统计法将归一化的字符分割成n×n块后统计每一块字符中前景像素的比例。算法简单，适用于印刷字符但同样需要进行旋转校正。

矩特征主要提取面积、质心等图像的全局特征，输入图像可以是灰度图也可以是二值化图像，大多用于图像识别领域。

基于线的特征先对字符图像进行骨架化再使用边缘追踪的方法得到边缘的细化结构。霍夫变换可以通过方程来检测各种特定的形状，计算量较大，通常用于检测直线、圆等特征。
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