Using Graph Convolutional Network to Predict Small‑molecule Synthesizability

# Introduction

Synthesizability…

Deep learning has achieved success in various domains, such as machine translation, speech recognition, object detection. In structural biology, Alphafold [2], a deep learning neural network, has shown its power in determining protein structure and has achieved unprecedented accuracy compared with other traditional methods in the Critical Assessment of Protein Structure Prediction (CASP13).

While deep learning effectively captures hidden patterns in Euclidean data such as image or audio, it is challenging to apply deep learning to small-molecules due to its graph data structure [3]. For one thing, the variable size of unordered atoms, and different neighbors for an atom makes some important operations (e.g., convolutions) easy to compute in the image domain, but difficult to apply to the small-molecule domain. For another, a core assumption of existing machine learning algorithms is that instances are independent of each other. This assumption no longer holds for small-molecule because each atom is related to others by bonds.

In order to apply machine learning algorithms, graph embedding or network embedding methods have been proposed [1]. Network embedding essentially represents atoms as low-dimensional vector representations, preserving both molecule topology structure and atom information, so off-the-shelf machine learning algorithms can be applied. Examples include … Meanwhile, instead of using hand-crafted features, GNN are deep learning models aiming at addressing graph-related tasks in an end-to-end manner.

Here, we propose to use graph convolutional neural network (GCN) to predict the synthesizability of a designed small-molecule.

# Method

Introduction to GCN.

Aim I: design structure

Aim II: benmark on different dataset. Intro to some databases

# Broader Impact

The project seeks to improve synthesizability prediction using a graph-based machine learning method. This opens the door to the prediction of many other small-molecule properties.
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