The SIR Matlab Toolbox performs computation of time and frequency domain information measures of entropy rate (ER), mutual information rate (MIR) and O-Information rate (OIR), exploiting both parametric (i.e., vector autoregressive – VAR) and non-parametric (based on the weighted covariance estimator) estimation of the power spectral density of (blocks of) interacting stochastic processes. The toolbox provides algorithms for the identification of the VAR models from time series data and is completed with algorithms for model validation and for the estimation of time and frequency domain significance thresholds. It also contains a set of exemplary scripts illustrating the utilization of the various functions.

**DESCRIPTION OF THE TOOLBOX**

**Functions**

* sir\_VARspectra.m: performs frequency domain connectivity analysis from the parameters of a strictly causal vector autoregressive (VAR) model; returns spectral and transfer function matrices [1].
* sir\_WCspectra.m: performs frequency domain connectivity analysis using the weighted covariance (WC) estimator, which exploits the Fourier transform of the sample autocorrelation and cross-correlation functions of the data; returns spectral matrices [2].
* sir\_mir.m: performs computation of spectral and time domain entropy rate (ER) [3], [4] and mutual information rate (MIR) [5] for two (blocks of) processes given the spectral matrix, estimated using the parametric (sir\_VARspectra.m) or the non-parametric (sir\_WCspectra.m) approach.
* sir\_oir.m: performs computation of the gradient of the O-Information rate (OIR) and the OIR in the frequency and time domain for (blocks of) processes given the spectral matrix, estimated using the parametric (sir\_VARspectra.m) or the non-parametric (sir\_WCspectra.m) approach [6].
* sir\_deltaO.m: performs computation of the gradient of the OIR when the block is added to the lower order group . The function is called within sir\_oir.m [6].
* sir\_subindexes.m: performs extraction of indexes of the two (blocks of) processes to analyze. The function is called within sir\_oir.m [6].
* sir\_mos\_idMVAR.m: model order selection for the identification of the strictly causal VAR model, using Akaike Information Criterion [7] or Minimum Description Length criterion [8].
* sir\_idMVAR.m: identification of strictly causal VAR model; estimates model coefficients, innovations and innovation covariance from a given time series and a given model order. The default identification algorithm is the standard least squares method [9], but several other algorithms may be recalled [10].
* sir\_surrshuf.m: generates randomly shuffled surrogates, which are realizations of independent and identically distributed (IID) stochastic processes with the same mean, variance and probability distribution as the original series [11]. These surrogates are used to assess the statistical significance of ER measures.
* sir\_surriaafft.m: generates a given number of Iterative Amplitude Adjusted Fourier Transform (iAAFT) surrogates from a given original time series [12]. These surrogates are used to assess the statistical significance of MIR measures.
* sir\_block\_bootstrap.m: generates a given number of block bootstrap time series from a given original time series [13], [14]. Confidence intervals of the bootstrap distributions are used to assess the statistical significance of OIR measures.
* theoreticalVAR.m: generates the theoretical coefficients of some illustrative VAR processes.
* MVARfilter.m: yields a single realization of a strictly causal VAR process of assigned dimensionality and length, given strictly causal coefficients and residuals.
* AR\_filter.m: performs AR filtering (low-pass, high-pass) of an input data matrix, given the order of the filter.

**Examples**

* SIM1.m: runs the theoretical example of Sect. 4.1 of the main text, generating figures depicting the spectral and time domain ER, MIR and OIR values for an illustrative VAR process of 5 interacting stochastic scalar processes.
* SIM2.m: runs the theoretical example of Sect. 4.2 of the main text, generating figures depicting the spectral and time domain ER, MIR and OIR values for an illustrative VAR process of 6 interacting stochastic scalar processes grouped in 3 blocks.
* APPL1.m: applicates the ER, MIR and OIR measures to a physiological network of cardiovascular, cerebrovascular and respiratory time series extracted from one healthy subject in the supine resting state; the application is described in Sect. 5.1 of the main text.
* APPL2.m: applicates the ER, MIR and OIR measures to a network of electroencephalographic time series extracted from one healthy subject during a motor execution task; the application is described in Sect. 5.2 of the main text.

**External functions**

The toolbox makes use of external functions taken from existing MATLAB toolboxes:

* the BioSig Toolbox (<https://biosig.sourceforge.net/>), with one function used for providing a method for strictly causal VAR estimation (mvar.m).
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