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This paper introduces NCNES\cite{ncnes}, a more principled version of the negatively correlated search (NCS)\cite{ncs-c} algorithm designed for effective exploration in search processes. Unlike previous NCS approaches driven by intuition, NCNES provides a deeper understanding by framing parallel exploration as a process of seeking probabilistic models leading to high-quality solutions while remaining distinct from previous models. Empirical assessments using reinforcement learning, where exploration is crucial, demonstrate NCNES's advantages, particularly in games with uncertain and delayed rewards.

Subsequently, I apply NCNES to the CEC Benchmark 2017 without using neural networks, employing matrix operations directly to optimize the benchmark's objective function. Furthermore, I integrate NCNES with an NCNES-friendly Cooperative Co-evolution (CC) framework to scale-up NCNES while preserving its effective parallel exploration. This combination enhances the algorithm's performance, showcasing the effectiveness of NCNES in real-world optimization tasks.

In summary, NCNES offers a principled approach to effective exploration in optimization algorithms, with empirical results demonstrating its superiority in handling complex and uncertain search spaces. The integration with the CC framework further enhances its performance, making NCNES a promising choice for a wide range of optimization problems.

\section{Introduction}

Evolutionary Algorithms (EAs) are a very important algorithm in fields such as reinforcement learning (RL) and benchmarking (Benchmarking). In these fields, the goal of optimizing search often involves a balance between exploration and exploitation, as well as efficient searches of large-scale search spaces. Evolutionary algorithms are known for their population characteristics and comprehensive exploration of the search space, and have gradually become one of the preferred methods to solve these complex problems.

Negatively Correlated Natural Evolution Strategy (NCNES) is an evolutionary algorithm (EA) based on Negatively correlated search (NCS) proposed in the paper [1], which uses an iterative method to explore and obtain the optimal solution. The driving idea of this algorithm is that creating some populations with a certain diversity can be more conducive to finding the optimal solution. NCNES will measure the distance between different populations to ensure that the population has a certain diversity. After integrating the evaluation value and diversity distribution of the existing populations, NCNES will generate the probability distribution value of the next generation population and generate the next generation population accordingly. generation population. Based on this, NCNES is characterized by focusing on the diversity of the probability distribution of solutions between two adjacent generations in the solution space, and consciously maintaining divergent global search elements.

Specifically, the Negatively Correlated Natural Evolution Strategy (NCNES) clearly divides the population into multiple sub-populations. The evolution of each sub-population is treated as an independent search process and exploited by traditional evolutionary algorithms. At the same time, these search processes coordinately explore different search spaces by driving their probability distributions to be negatively correlated. The significant improvement of NCNES over NCS is that compared to the former which only proposes the concept of fuzzy negative correlation exploration, the latter models the mathematical process in detail, starting from initialization and population division to the end of each iteration. For the gradient update process, NCNES has formulated rigorous mathematical formula models, and formulated different learning rate formulas according to the model training progress. It has improved the strategy of negative correlation search ideas in all aspects, making it a rigorous algorithm.

In terms of optimization, NCNES performs gradient descent on two models at the same time. The result is a negative correlation natural evolution strategy, which can form parallel exploration search behavior. Different search processes will evolve in parallel to different but promising search space areas. In the later stage of the project, the Cooperative Co-evolution and CC strategy in the paper [2] will be introduced to expand the scale of EA by dividing the decision variables into multiple independent groups and processing smaller sub-problems (i.e., decision variable groups) respectively.

In order to verify the performance of the optimized NCNES, I will use CEC 2017 Benchmark to test and verify it. The CEC2017 test function set is quite widely used. It is somewhat challenging for the algorithm and has high academic recognition. All functions in the test set have been rotated and displaced, which increases the difficulty of algorithm optimization. The function mainly includes 30 test functions: F1 and F3 are uni-modal functions with no local minimum and only global minimum. These uni-modal functions can test the convergence ability of the algorithm; F4-F10 are multi-modal functions with local extreme points. These Multi-modal functions are used to test the ability of the algorithm to jump out of the local optimum; F11-F20 are hybrid functions that contain three or more CEC2017 benchmark functions after rotation/displacement, and each sub-function is given a certain weight; F21-F30 are composed of at least A composite function composed of three hybrid functions or rotational shifts of the CEC 2017 benchmark function. Each sub-function has an additional bias value and a weight. These combined functions further increase the optimization difficulty of the algorithm.

The main content of this article will be a detailed description of the NCNES algorithm, and an introduction to its improvements. Then it will introduce the introduced Cooperative Co-evolution (CC) framework, and finally analyze the results of the algorithm on benchmark tests such as CEC 2017 Benchmark. Its advantages and shortcomings that need improvement.

\section{Negatively Correlated Natural Evolution Strategy}

The origin of negative correlation search (NCS) is how to rethink the role of populations in search. In the process of teamwork, people generally believe that effective information sharing is needed between populations to avoid duplication of work and improve the efficiency and ability of information search. However, an unresolved problem is what information to share and how to share it. The idea of negative correlation requires individuals in the population to have different search behaviors by imitating the way humans cooperate to avoid repeatedly searching the same area of the search space. Each search behavior defines how offspring are sampled based on their parents, so I use a probability distribution to represent each generation's position in the probability distribution. Use mathematical correlations between distributions to statistically model diversity among populations. Therefore, by explicitly driving multiple probability distributions to be negatively correlated, this algorithm can effectively control the diversity of the next population.

\subsection{Introduction of the mathematical model}

The basic idea of NCNES is to divide all solutions into lambda sub-populations, and each sub-population uses the same simple Gaussian distribution function for sampling. Following are the reasons why I use Gaussian distribution in this problem:

\begin{itemize}

\item[$\bullet$] Gaussian distribution is one of the most commonly used distributions in search;

\item[$\bullet$] By using Gaussian distribution, $\nabla\_{\theta\_i} f(\theta\_i)$has an analytical closed form, which facilitates efficient calculation

\item[$\bullet$] Bhattacharyya distance can also be analytically calculated based on Gaussian distribution.

\end{itemize}

The iterative process can be described as targeting the adaptability evaluation value and the diversity evaluation value, and evolving independently through traditional evolutionary algorithms. Therefore, obviously, the new distribution should be able to sample new solutions with high fitness values. Furthermore, the new distributions should have less overlap (correlation) with existing distributions so that they can be used to sample different regions of the solution space.

Next, I will introduce the specific process of evolution in a mathematical way. As mentioned before, our solutions are generated by specified probability distribution functions. Here, for the sake of uniformity, we set all distributions to be Gaussian distribution, while the parameters of the distribution, e.g., mean and covariance, can be different. Therefore, in the initial state, when all populations use the same probability density function, we can have the following function We simply seems to only need to maximize this single fitness function. However, since the algorithm needs to explore multiple areas of the solution space in parallel at the same time, we then introduce the second Gaussian distribution function below. It should be noted that NCNES emphasizes the negative correlation of different search directions, so the function should be: Among them, $C( p(\theta\_i), p(\theta\_j))$ represents the correlation value between the i-th distribution and the j-th distribution, the closer the sample distributions are to each other, the greater the correlation value is. Now we generalize the distribution to multiple populations and multiple distributions, and we will get: Now we have preliminarily obtained the optimization objective, which consists of two addends, which we call $\mathcal{F}$ and $\mathcal{D}$. To put it figuratively, we take the role of $\mathcal{F}$ as to evaluate the expectation of the performance value of the solutions of the current population based on the current distribution function; the role of $\mathcal{D}$ is to construct a distribution model between the current population and other populations. That is to say, for each population, when calculating the $\mathcal{D}$ value, it is necessary to construct its distance from all other $\lambda - 1$ populations and maximize it as much as possible. Therefore, $\mathcal{D}$ can be expressed as: Now, since we have incorporated all the factors to be optimized into the only objective $\mathcal{J}$, our only goal is to maximize the value of $\mathcal{J}$ to obtain the optimal solution to the evolution problem. And because the parallel search process of multiple populations we defined is independent during the optimization process, we can perform partial derivative descent on $\mathcal{J}$ for each $\theta\_i$ Update iteration process of NCNES model}

Here, due to the results of the above inference, in order to obtain the maximized $\mathcal{J}$ value, we need to obtain partial derivatives for the $\mathcal{D}$ value and $\mathcal{F}$ value respectively, and perform gradient optimization on them. In mathematics, that means finding $\nabla\_{\theta\_i} f(\theta\_i)$ and $\nabla\_{\theta\_i} d(p(\theta\_i))$. For $\nabla\_{\theta\_i} f(\theta\_i)$, we can continue to infer: Next, we use the properties of the expected value to move the gradient $\nabla\_{\theta\_i}$ inside the expected value. So we have (6) We then exploit the properties of the log gradient to multiply the function $f(x)$ in the expected value by the log probability $\log p(x|\theta\_i)$. So we have (7) Finally, we use the sampling method to approximate the expected value. Here we assume that we obtain the sample $x\_k^i$ through $\mu$ independent sampling, where $k=1,2,...,\mu$. Then, we calculate the function value $f(x\_k^i)$ for each sample and multiply it with the gradient of the logarithmic probability $\nabla\_{\theta\_i} \log p(x\_k^i|\theta\_i)$, and finally find average. In this way, we get an approximation of the gradient(8): Now for calculating $\nabla\_{\theta\_i} d(p(\theta\_i))$，it will be important to define $C(p(\theta\_i), p(\theta\_j))$ . Here we use the Bhattacharyya distance as the negative correlation measure, namely, generally speaking for continuous distribution we have: because in our problem it is a discrete distribution so we have : Then we solve for the gradient, for continuous distribution and discrete distribution respectively: After that, since now we have $\nabla\_{\theta\_i} d(p(\theta\_i))$ and $\nabla\_{\theta\_i} f(\theta\_i)$, its easy to combine them to form $\nabla\_{\theta\_i} \mathcal{J}$. While at the mean time, it will be necessary to set a $\varphi$, acting as the trade-off parameter balancing the fitness and diversity during the search: Finally, using the $\nabla\_{\theta\_i} \mathcal{J}$, we update $\theta\_i$ by: Here in \ref{fig:example1}, I drew a flow chart to intuitively illustrate the main steps of the algorithm. Specifically, first generate the population, then generate individuals, then evaluate the individuals, and then sort according to the fitness index of the individual, combined with the mean of the Gaussian distribution, to obtain the gradient value of fitness. , and then obtain the diversity value of the population and other populations based on the mean and covariance of the Gaussian distribution, and finally update the population based on the two. \subsection{NCNES's specific implementation in Gaussian distribution}

In the above, we only briefly elaborated on the main ideas and mathematical feasibility of the negative correlation natural evolution searching algorithm. Since this project uses Gaussian distribution to fit the distribution of each population, and each iteration updates the Gaussian distribution itself, and the individual solutions are generated from the updated Gaussian distribution, so next we will use the specific parameters $m$ and $\sum$ of the Gaussian distribution and brought into the formulas inferred above, respectively, we can get: Formulas (15)-(17) describe that when using Gaussian distribution, $\nabla\_{\theta\_i} f(\theta\_i)$ can be formed form $\nabla\_{m\_i} f(\theta\_i)$ and $\nabla\_{\Sigma\_i} f(\theta\_i)$. And $\nabla\_{\theta\_i} d(p(\theta\_i))$ can be formed form $\nabla\_{m\_i} d(p(\theta\_i))$ and $\nabla\_\Sigma\_i d(p(\theta\_i))$. Here, we need to introduce a Fisher matrix (18) to complete a task similar to normalization, because we notice that $\nabla m\_i \mathcal{J} \propto \frac{1}{\Sigma\_i}$ and $\nabla\_{\Sigma\_i} \mathcal{J} \propto \frac{1}{{\Sigma\_i}^2}$, we need to use $\mathbf{F}\_{m\_i}$ and $\mathbf{F}\_{\Sigma\_i}$ to ensure that the size of each gradient update will not be extremely huge or minuscule, and control it within a reasonable range, but it can also reflect the relative size of the step size.

As a result, we have: At the mean time, it is worth mentioning that according to the formula listed previously, when dealing with different problems, the corresponding fitness value will be very different, so it is necessary for us to take measures to unify the range of this value. Our way to do this is to first find the fitness value of all $\mu$ solutions in this population, and then rank them according to the fitness value from small to large. $\pi(k)$ represents the ranking of the k-th solution, and then rank them according to the following formula The fitness value of each solution is reassigned. In addition, for the update of the learning rate, it is how to adjust the step size parameters $\eta\_m$ and $\eta\_{\Sigma}$. Specifically, a strategy is adopted here to dynamically adjust these two parameters so that they gradually decrease as the search proceeds(21). The parameter $T\_{max}$ in the formula represents the total time budget of the entire search process, and $T\_{cur}$ represents the currently consumed time. e is a natural constant. $\eta^{init}\_m$ and $\eta^{init}\_{\Sigma}$ are the initial values of the step size parameter respectively. The formula gradually decreases the two step parameters from the initial value to zero through an exponential decay function. At the same time, I also added the attenuation of the $\phi$ value(22). I hope that the model will pay attention to the diversity index in the early stage of search, and only focus on the fitness value in the later stage of model training. This is more in line with the common sense of model search and learning. \subsection{Implementation and detailed Pseudo-code}

To summarize, NCNES is an evolutionary algorithm based on multivariate Gaussian distribution; each sub-population is driven by a distribution to drive its iterative optimization; through the proposed diversity model of negative correlation of multivariate Gaussian distribution, a negative correlation is formed between multiple Gaussian distributions. Therefore, it was named "Negatively Correlated Natural Evolution Strategies" (NCNES). Detailed steps for NCNES are listed in the following Pseudo-code. data structure of main variables used in the NCNES, where X refers to a population, fitness, mean, and cov represent the fitness values, mean and covariance of all solutions within the population.} \section{Cooperative coevolutionary framework}

Evolutionary algorithms work in most cases by random sampling in the search space. A common problem with evolutionary algorithms is that their performance usually decreases dramatically when the search space is significantly expanded. In order to solve this large-scale problem, one of the methods commonly used by people is CC, Cooperative coevolution. The main original intention of proposing the CC framework is to follow the divide and conquer strategy, divide a solution into different parts, and perform optimization iterations separately. The purpose is to make the sub-problems independent of each other as much as possible and not affect each other, so as to obtain better solutions to the problem with high efficiency. The specific approach can be summarized as first randomly generating a standard solution, then sequentially supplementing (covering) different low-dimensional partial solutions to the standard solution, and evaluating it using the previous evaluation criteria. Therefore, after adopting the CC strategy, under ideal circumstances, each sub-problem only needs to use evolutionary algorithms to deal with its own part, while also remaining independent of each other and not interfering with each other, so that large-scale problems can be effectively solved.

\subsection{Comparison of CC frameworks based on different strategies}

When talking about the idea of cooperative coevolution, it is easy to find that a major difficulty is how to evaluate the performance of each sub-problem solution when splitting a solution individual into multiple sub-problem solutions, because the existing evaluation function is based on the complete solutions. So that the current evaluation function cannot make a fair evaluation of a sub-solution. For this problem, traditional CC supplements each partial solution with the same supplementary vector in each iteration, completes it to the dimensions of the original objective function, and then evaluates and optimizes it. This approach is called an individual-centric method. In most evolutionary algorithm environments, this is a good strategy. It can not only greatly reduce the amount of calculation and improve efficiency, but also can omit the storage of the relative position of the solution and the parent solution. Waiting for information, this strategy has been successful in many algorithms. However, in the NCNES problem, due to the particularity of negative correlation search, each solution may be at a different (local) optimal value in the search space. If these partial solutions are supplemented with the same supplementary vector, it may cause the original solution to lose the particularity of its position in the solution space. So correspondingly, Popovici proposed a strategy such as shuffle-and-pair. This strategy theoretically uses different completion vectors to supplement sub-solutions. Therefore, in the context of NCNES, we do not intend to let each the supplementary solutions of the sub-problems to be the same. I use the corresponding different supplementary solutions to supplement the different sub-solutions in turn, and then update the Gaussian probability distribution function of this partial solution according to the gradient update strategy. Of course, there are other ways to complete the solution, or methods that do not require the completion of sub-solutions, and I will not describe them one by one here.

Algorithm 2 shows NCNES under the traditional CC framework \subsection{CC framework specific for NCNES}

As mentioned above, if the traditional CC framework is used in the NCNES's situation and the same supplementary dimension solution is used for the sub-solutions, the difference in evaluation quality between all partial solutions will become very small, which defeats the original intention of negative correlation search. But our original goal is to keep different solutions as far away from each other as possible, which means that they will have great differences during the search process and may converge to multiple different optimal solutions. Therefore, using the same supplementary vectors in NCNES will reduce its parallel exploration capability and lead to missing multiple optimal solutions. To solve this problem, it is also possible to consider using multiple different supplementary vectors to supplement the partial solution, but this will increase the huge computational cost and thus reduce the value of this approach.

Therefore, I proposed a CC framework for NCNES, a new co-evolution method, CC-NCNES, which aims to preserve the parallel exploration performance of negative correlation search (NCNES) as much as possible. The difference from traditional CC is that in CC-NCNES, the partial solution of each sub-problem is supplemented by a different supplementary vector, instead of using the same supplementary vector like traditional CC. In terms of specific implementation, each partial solution will do the following: After removing the values at the same position of the Gaussian distribution mean of the parent of this population, they add it to itself, turning it into a standard-dimensional solution. The mean of the Gaussian distribution of the parent solution represents the current expectation for the best performing solution, so we choose to use the mean to fill in the remainder of the child solution to achieve completeness. Therefore, CC-NCNES actually improves the evolutionary performance under the NCNES framework by sequentially optimizing each sub-problem of each individual. This strategy does not affect the parallel exploration characteristics of different sub-solutions located in different sub-spaces in NCNES, so it naturally avoids the situation in traditional CC that a supplementary vector causes different sub-solutions to become more and more similar. According to the above CC-NCNES pseudo code, it can be seen that compared to NCNES, the main change is to add a loop for the $j$th sub-problem. After the sub-problem and the supplementary vector are merged and completed, the NCNES algorithm is performed on it separately. In the process of generating supplementary vector, I use the formula $v\_{i,j} = x\_i / x\_ij$, that is to say, the complementary vector for the $j$th sub-problem is the quotient of $x\_i$ for $x\_ij$. In this way, the selected supplementary vector is the optimal expectation vector which is currently considered most suitable for the current sub-solution, fully respecting the regional specificity of each solution and retaining the diversity of each solution. In order to evaluate and verify the search ability of NCNES, we use CEC2017 benchmarks and CEC2022 benchmarks to test it.

\subsection{Comparison on CEC 2017 benchmarks}

The CEC 2017 test function set is widely used, it poses certain challenges to algorithms and has high academic recognition. All functions in the test set have been rotated and displaced, which increases the difficulty of algorithm optimization. The function mainly contains 29 test functions: \\ Among them, F1 and F3 are uni-modal functions with no local minimum and only global minimum. These uni-modal functions can test the convergence ability of the algorithm; F4-F10 are multi-modal functions with local extreme points. These multi-modal functions are used to test the algorithm's jump out. The ability of local optimization; F11-F20 is a hybrid function that contains three or more CEC 2017 benchmark functions after rotation/displacement, and each sub-function is given a certain weight; F21-F30 is a hybrid function that consists of at least three hybrid functions or CEC 2017 benchmark functions The composite function formed after function rotation shift, each sub-function has an additional bias value and a weight. These combined functions further increase the optimization difficulty of the algorithm. (The F2 function of the original function set was officially deleted because F2 was unstable)\\ In the testing phase, we set the total number of evaluations to $10000\*D$, and each time we start training and iterate all populations from initialization until the sum of the number of evaluations of all solutions in the population is $10000\*D$, it is a search process. For each test benchmark function, we perform the same search process ten times, and calculate the mean and covariance of the results to reflect the performance of the search algorithm. \\

It can be seen from the data shown in Table 3 that for most functions of CEC 2017, our test results have reached or are close to the optimal value, and in some problems the mean has almost reached the optimal value, and the variance is very Small, which means that NCNES shows very stable performance on these problems. However, on some issues, the optimization of NCNES seems insufficient. After my observation and speculation, this is mainly because the number of iterations of $10000\*D$ is too small for the current update speed, and the function value has been used before convergence has occurred. The number of iterations is over. Of course, this phenomenon also shows that the current optimization efficiency of NCNES is limited. In addition, in some functions, the function values trained by NCNES converge early when they do not reach the optimal value. After analysis, I think this is because the diversity index in the later period accounts for a very low proportion, causing the function to lose a certain degree of global optimality. search ability, thus falling into a local optimum. This problem should be solved by adjusting the trade-off of the fitness value and diversity value, and may require a better dynamic proportion coefficient. CEC 2022 is an effective method to evaluate algorithm performance and verify its ability to solve complex Ops. It consists of 12 benchmark functions, including uni-modal, multi-modal, hybrid and composite functions, where F1 is a uni-modal function, F2-F5 are multi-modal functions, and F6-F8 are hybrid functions, which can be uni-modal or multi-modal. , F9-F12 are composite and multi-modal functions. Similarly, by analyzing the data in Table 5, it can be found that first of all, a considerable number of functions have been optimized to the optimal value, but their worst value and mean value may not have time to reach the optimal value before the end of the iteration, resulting in a large variance. These All show that the performance of NCNES is not very ideal compared with mainstream optimization algorithms. In addition, notice that in $F9$ and $F12$, the function converges early when it does not reach the optimal solution. The small variance indicates that the function falls into the same local optimum in each training, which means that NCNES is In terms of diversity indicators, the proportion of global search needs to be increased, and $\phi$, the dynamic function that balances fitness and diversity, needs to be optimized later. This paper summarizes a newly proposed mathematical principle of NCS (Negative Correlation Search) and called NCNES, which explicitly models and maximizes the diversity model (for exploration) and fitness model (for exploration) of the next generation population. development). Both models can be maximized by performing gradient descent for each search process. Compared with the original NCS, NCNES has a clearer mathematical explanation, showing how to explore the solution space in parallel and negatively correlated, and how to achieve this. In addition, the new NCS successfully solved two technical problems of the original NCS. To evaluate the performance of the new NCS, the authors propose a concrete instantiation called NCNES. NCNES adopts the well-known NES as the search strategy for each sub-population. NCNES performs well on different Benchmarks, demonstrating the advantages of the algorithm.