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1. 文件架构

![C:\Users\Lcorvle\Downloads\未命名文件 (1).jpg](data:image/png;base64,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)

图 1文件调用关系

1. 函数架构及功能
   1. duti\_lr\_cls.m
      1. function [flag\_bugs, delta, ranking] = duti\_lr\_cls(X\_train, y\_train, X\_trust, y\_trust, num\_class, conf,lam, max\_iter)

基于可信点的类标更新数据类标。

1. 参数：

* X\_train：训练数据，n\*d矩阵
* y\_train：训练数据类标，n\*1矩阵
* X\_trust：可信点，m\*d矩阵
* y\_trust：可信点类标，m\*1矩阵
* num\_class：类标数量
* conf：可信点的可信度，m\*1矩阵
* lam：LR学习器的L2正则项的权重
* max\_iter：最大迭代次数

1. 返回值：

* flag\_bugs：修改的数据点的标志，n\*1矩阵(bool)
* delta：修复结果，n\*num\_class矩阵，值在[0, 1]，数据点属于各个类别的概率
* ranking：修改的数据点的优先程度，ranking(i) = (第一次0.5<=delta(i)<=1的轮次) + (1 – 该delta(i))
  + 1. function [cost, grad] = lr\_debug\_obj(delta, X\_train, y\_train, X\_trust, y\_trust, gamma, conf, lam)

根据当前的修复结果，训练LR模型，并结合训练数据原始类标，可信点类标得到当前最小化问题的梯度和损失函数（cost function）值

1. 参数：

* delta：当前的修复结果，n\*num\_class矩阵，值在[0, 1]，数据点属于各个类别的概率
* X\_train：训练数据，n\*d矩阵
* y\_train：训练数据类标，n\*1矩阵
* X\_trust：可信点，m\*d矩阵
* y\_trust：可信点类标，m\*1矩阵
* gamma0：当前的最小化问题中的正则项的权重
* conf：可信点的可信度，m\*1矩阵
* lam：LR学习器的L2正则项的权重

1. 返回值：

* cost：当前的最小化问题的损失函数（cost function）值
* grad：当前迭代中最小化问题的梯度
  + 1. function h = lr\_predict\_prob(X, theta)

返回LR模型预测的类别分布概率。

1. 参数：

* X：数据，n\*d矩阵
* theta：LR学习器的分类面，num\_class\*d矩阵

1. 返回值：

* h：数据点的类别分布概率，n\*num\_class矩阵
  + 1. function [delta, step] = gp\_optimizer(func, delta0)

迭代求解最小化问题。

1. 参数：

* func：最小化问题，返回损失函数值cost和梯度grad（例如函数lr\_debug\_obj）
* delta0：数据点的类别分布概率，n\*num\_class矩阵

1. 返回值：

* delta：数据的类别分布概率，n\*num\_class矩阵
* step：数据的概率分布变化，n\*num\_class矩阵
  + 1. function [step] = gp\_step(grad0, delta0, n, d, lr)

所有数据点在满足线性约束情况下，向梯度方向下降一步。

1. 参数：

* grad0：数据的梯度，n\*num\_class矩阵
* delta0：数据的类别分布概率，n\*num\_class矩阵
* n：数据数量
* d：类别数量num\_class
* lr：学习率

1. 返回值：

* step：数据的概率分布变化，n\*num\_class矩阵
  + 1. function step = row\_direction\_search(grad, delta, d, lr)

每一数据点在满足线性约束情况下，向梯度方向下降一步。

1. 参数：

* grad：数据点的梯度，1\*num\_class矩阵
* delta：数据点的类标概率分布，1\*num\_class矩阵
* d：类别数量num\_class
* lr：学习率

1. 返回值：

* step：数据点的概率分布变化，1\*num\_class矩阵
  1. greedy\_duti\_lr\_cls.m
     1. function [flag\_bugs, delta, ranking] = greedy\_duti\_lr\_cls(X\_train, y\_train, X\_trust, y\_trust, num\_class, conf, lam, max\_iter, max\_depth, search\_grid)

基于可信点的类标更新数据类标。

1. 参数：

* X\_train：训练数据，n\*d矩阵
* y\_train：训练数据类标，n\*1矩阵
* X\_trust：可信点，m\*d矩阵
* y\_trust：可信点类标，m\*1矩阵
* num\_class：类标数量
* conf：可信点的可信度，m\*1矩阵
* lam：LR学习器的L2正则项的权重
* max\_iter：最大迭代次数
* max\_depth：最大搜索深度
* search\_grid：搜索时分组的组数

1. 返回值：

* flag\_bugs：修改的数据点的标志，n\*1矩阵(bool)
* delta：修复结果，n\*num\_class矩阵，值在[0, 1]，数据点属于各个类别的概率
* ranking：修改的数据点的优先程度，ranking(i) = (第一次0.5<=delta(i)<=1的轮次) + (1 – 该delta(i))
  + 1. function [flag\_feasible, step, grad\_score] = row\_direction\_search(grad, delta, d)

每一数据点在满足线性约束情况下，向梯度方向下降最大或者不变化。

1. 参数：

* grad：数据点的梯度，1\*num\_class矩阵
* delta：数据点的类标概率分布，1\*num\_class矩阵
* d：类别数量num\_class

1. 返回值：

* flag\_feasible：是否进行下降（bool）
* step：数据点的概率分布变化，1\*num\_class矩阵
* grad\_score：数据点的概率分布变化的增益（double）
  + 1. function [flag\_feasible, step, grad\_score] = gp\_step(grad0, delta0, n, d)

所有数据点在满足线性约束情况下，向梯度方向下降一步。

1. 参数：

* grad0：数据的梯度，n\*num\_class矩阵
* delta0：数据的类别分布概率，n\*num\_class矩阵
* n：数据数量
* d：类别数量num\_class

1. 返回值：
   * flag\_feasible：是否进行下降，n\*1矩阵（bool）
   * step：数据点的概率分布变化，1\*num\_class矩阵
   * grad\_score：数据概率分布变化的增益，n\*1矩阵（double）
     1. function thresholds = calc\_search\_grid\_thresholds(grad\_scores, search\_grid)

均匀切分或者最大组间距切分数据概率分布变化的增益，返回切分的阈值。

1. 参数：

* grad\_scores：数据概率分布变化的增益，n\*1矩阵（double）
* search\_grid：搜索时分组的组数

1. 返回值：

* thresholds：用来分组的阈值，search\_grid\*1矩阵（double）
  + 1. function [flag\_continue, delta, cost] = line\_search(func, cost\_func, delta0, search\_grid, depth)

根据梯度搜索更好的数据类标概率分布。

1. 参数：

* func：最小化问题，返回损失函数值cost和梯度grad（例如函数lr\_debug\_obj）
* cost\_func：最小化问题的损失函数，返回损失函数值cost（例如函数lr\_ cost \_obj）
* delta0：数据点的类别分布概率，n\*num\_class矩阵
* search\_grid：搜索时分组的组数
* depth：当前的搜索深度

1. 返回值：

* flag\_continue：是否搜索到更好的数据类标概率分布（bool）
* delta：搜索到的数据类标概率分布，n\*num\_class矩阵
* cost：搜索到的数据类标概率分布下的损失函数值
  + 1. function [delta, step] = gp\_optimizer(func, cost\_func, delta0, max\_depth, search\_grid)

迭代求解最小化问题。

1. 参数：

* func：最小化问题，返回损失函数值cost和梯度grad（例如函数lr\_debug\_obj）
* cost\_func：最小化问题的损失函数，返回损失函数值cost（例如函数lr\_ cost \_obj）
* delta0：数据点的类别分布概率，n\*num\_class矩阵
* max\_depth：最大搜索深度（可理解为line\_search的最大次数）
* search\_grid：搜索时分组的组数

1. 返回值：

* delta：数据的类别分布概率，n\*num\_class矩阵
* step：数据的概率分布变化，n\*num\_class矩阵
  + 1. function cost = lr\_cost\_obj(delta, X\_train, y\_train, X\_trust, y\_trust, gamma, conf, lam)

根据当前的修复结果，训练LR模型，并结合训练数据原始类标，可信点类标得到当前最小化问题的损失函数（cost function）值

1. 参数：

* delta：当前的修复结果，n\*num\_class矩阵，值在[0, 1]，数据点属于各个类别的概率
* X\_train：训练数据，n\*d矩阵
* y\_train：训练数据类标，n\*1矩阵
* X\_trust：可信点，m\*d矩阵
* y\_trust：可信点类标，m\*1矩阵
* gamma：当前的最小化问题中的正则项的权重
* conf：可信点的可信度，m\*1矩阵
* lam：LR学习器的L2正则项的权重

1. 返回值：

* cost：当前的最小化问题的损失函数（cost function）值
  + 1. function [cost, grad] = lr\_debug\_obj(delta, X\_train, y\_train, X\_trust, y\_trust, gamma, conf, lam) 与duti\_lr\_cls.m中相同，见上。
    2. function h = lr\_predict\_prob(X, theta)与duti\_lr\_cls.m中相同，见上。
  1. LR\_train.m
     1. function alpha = LR\_train(X, y, lam, alpha0, preprocessed)

训练LR模型分类器。

1. 参数：

* X：数据，n\*d矩阵
* y：训练数据类标分布，n\*num\_class矩阵
* lam：LR学习器的L2正则项的权重
* alpha0：初始分类器，num\_class\*d矩阵
* preprocessed：是否已经对X和y进行了处理（bool），如X需要添加一列0，y应该为1 based

1. 返回值：

* alpha：分类器，num\_class\*d矩阵
  + 1. function [J, grad] = costLR(alpha, X, y, lam)

训练LR模型分类器。

1. 参数：

* X：数据，n\*d矩阵
* y：训练数据类标分布，n\*num\_class矩阵
* lam：LR学习器的L2正则项的权重
* alpha0：初始分类器，num\_class\*d矩阵

1. 返回值：

* alpha：分类器，num\_class\*d矩阵