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基于序列到序列模型的生成式

文本摘要研究综述

周 涛

(重庆理工大学 计算机科学与工程学院，重庆 400054)

摘 要 近年来，互联网信息呈井喷式爆发，如何从中快速有效的获取信息显得极为重要。自动文本摘要技术的出现有效的缓解了该问题。本文梳理了近年来基于序列到序列模型的生成式文本摘要的相关研究，从模型的编码、解码、训练等方面的研究工作分别进行了综述，并对这些工作进行了比较，在此基础上总结出该领域面临的挑战和未来的研究趋势。
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**Sequence Models: A Review**
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**Abstract** In recent years, the Internet information has been a blowout explosion, how to obtain information quickly and effectively becomes extremely important. The emergence of automatic text summary technology effectively alleviates this problem. This paper reviews the recent research on sequence-to-sequence model based generative text abstracts, reviews the research work on model coding, decoding, training, and so on, and compares these work. On this basis, it summarizes some technical routes and development directions in this field.
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1 引言

自1958年Luhn[1]开启了自动摘要研究以来，该邻域已经形成了丰硕的成果。目前，自动摘要方法大体上可以分为两类[2]：抽取式（extractive summarization）和生成式（abstractive summarization）。抽取式的基本做法是从原文中抽取部分重要的句子形成摘要，研究重点集中在句子的重要性判断、筛选以及排序等。生成式摘要的基本思路是在理解原文的基础之上，凝练其中心思想，以实现语义重构。抽取式是之前自动文本摘要研究的重点，不过从近几年的研究结果来看，更多的研究人员将研究重点放在了生成式文本摘要上。

李金鹏等[3]等对止于2021年的自动文本摘要的相关研究进行了综述，在其中将生成式文本摘要分为基于结构以及基于语义两类。前者生成摘要的主要不足是语言质量相对较差，比如，语句中包含较多的语法错误；后者生成的摘要具备简明、内聚、信息丰富以及低冗余等优点，不足之处在于主要使用浅层自然语言处理技术。近年来，深度学习技术为自动文本摘要提供了新的思路，其中，序列到序列（sequence to sequence，Seq2Seq）模型的研究与应用最为广泛。该模型由Cho等[4]和Sutskever等[5]提出，基本思想是利用输入序列的全局信息推断出与之相对应的输出序列，由编码器（encoder）和解码器（decoder）构成。Rush等[6]首次将该模型应用于生成式摘要，和先前的生成式方法相比，该模型是在“理解”文本语义的基础上生成摘要，更加接近人工摘要的生成过程。随后，学界提出了一系列基于Seq2Seq 的生成式摘要模型，对编码器、解码器以及训练方法等开展了卓有成效的研究工作。基于该模型生成的摘要在语言流畅性、连贯性等方面让学界看到自动摘要实用化的希望[7]。

本文第2节阐述基础Seq2Seq模型，第3节按照模型的结构分别梳理编码、解码以及训练等方面的研究进展，第4节与第5节分别对本领域面临的挑战进行分析与总结。

2 序列到序列模型

序列到序列（Seq2Seq）模型基本结构是编码―解码框架，也叫 Encoder-Decoder模型。蒙特利尔大学Cho等[4]对其进行了详细的描述。其最初用于机器翻译任务。生成式自动文本摘要类似于机器翻译任务，都是序列到序列之间的转换。但机器翻译输入序列的长度与输出序列的长度较为接近。自动文本摘要是输入文本序列，然后生成文本的简短描述。源序列和目标序列的长度可以不同。序列到序列模型通过变长序列对之间的映射，可以实现不同领域之间的转化，使输入和输出的长度可变。Seq2Seq框架视为基于深度学习的通用研究模型之一。它不仅广泛用于自然语言处理领域，而且还广泛用于语音和图像领域。序列到序列（Seq2Seq）模型表示形式如图2-1所示，Encoder 的选择可以是任意的模型或数据，Decoder同样也可以是任意的模型，对于文本摘要来说，传统的模型需要保持输入输出的一致性，该模型的最大特点是输入与输出的序列长度可以不一致。
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图2-1 序列到序列（Seq2Seq）模型图

基础的Seq2Seq模型包含了编码器、解码器和中间向量C,编码器通过训练将输入转化为向量C，解码器在解码阶段，通过对向量C的转换，将转换后的单词序列组成后输出，分别为、，直到。

在Cho等[4]的工作中,编码器和解码器均采用循环神经网络（recurrent neural network，RNN）。编码器将输入的一个可变长序列编码为一个固定的语义向量；解码器从该向量中提取语义信息，输出另一个可变长序列，序列中的每个词项采用词向量表示。模型的具体计算过程如下：编码器基于输入的词向量，以及上一词项的隐层，计算当前词项隐层[公式(1)]，再通过隐层向量计算语义向量[公式(2)]；解码器在每个时间步，基于语义向量、上一时间步隐层和生成的上一个词项计算当前隐层[公式(3)]，再基于语义向量、当前隐层，和生成的上一个词项，推导当前词项的分布[公式(4)]。

其中，和为非线性激活函数；通常是softmax函数，用于产生词项在词汇表中的概率分布，一般用贪婪算法（greedy search）取最大概率对应的词项作为输出。

模型使用有标注的训练集进行训练,由大量源文本和对应的标准摘要构成。训练的基本目标是优化参数集，使输入序列的输出结果最大似然于序列，即最大化 ，等同于最小化交叉熵损失，损失函数为

该模型的不足之处是，编码器把源文本中的所有信息表示为一个固定的语义向量，解码器在生成每一个词项时均参考该向量，这为神经网络处理长文本带来了困难。Cho等[4]的实验证实随着文本长度的增加，模型的表现快速下降。对此，Bahdanau等[8]在模型中引入了注意力（attention）机制﹐目的是使解码器在生成每一个词项时重点关注源文本中的特定部分，即解码过程不再依赖原先固定的语义向量，而是利用动态的[公式(6)~公式(8)]，是时间步所有词项隐层的加权。

其中，是注意力得分，用来估计位置附近的输入和时间步的输出之间的匹配程度；是注意力分布，代表在时间步每个词项的隐层被解码器关注的程度。每个输出词项的分布相应地由公式(4)更新为公式(9),

Bahdanau等[8]的实验结果表明，带有注意力机制的模型在机器翻译任务上取得了更好的成绩，对于句子长度变化更具鲁棒性。注意力机制的加入使得Seq2Seq模型更加完善，之后大量相关研究都建立在该模型的基础上。

3 衍化

3.1 编码

Rush等[6]在论文中提出了三种编码器方案：①词袋编码器，将输入序列中的词向量平均后作为语义向量，并不考虑词的顺序；②卷积编码器，使用时滞神经网络( time-delay neural network，TDNN)对词向量交替进行时间卷积( temporal convolution)和最大池化（max pooling）以计算出语义向量；③基于注意力机制的编码器；即ABS ( attention-based summarization）模型。ABS模型基于词袋编码器﹐在计算语义向量时，不仅考虑输入序列中的词向量，还考虑解码器已输出的最近个词的向量，模型用在输入序列和输出序列之间做对齐。

借鉴人类在阅读时会标注出重点内容的做法，Zhou等[9]提出了选择性编码模型。该模型通过设置一个门控网络对编码器生成的词项隐层进行权重标注，相当于“选择”出相对重要的内容，使解码器可以有针对性的读取源文本。模型的具体实现使用门控循环单元（gated recurrent unit，GRU）计算词项的隐层以及文本表示，然后将二者输入基于多层感知机的门控网络以计算出每个词项的权重向量，

之后用权重向量更新隐层，得到新词项隐层，

其中，代表向量点乘运算( element-wise multiplication )。

Zeng 等[10]提出的“再读（read-again)”模型与Zhou等[9]工作类似，不同点是该模型没有直接用权重向量更新当前词项的隐层，而是用另一个GRU对源文本进行二次编码，然后将权重向量用于更新第二次编码生成的词项隐层，

该模型综合考虑了当前词项的权重、当前隐层以及上一个词项的隐层。

Zeng 等[10]还将GRU更换为长短时记忆网络（long short-term memory，LSTM）做了对比实验，考虑到LSTM使用非线性激活函数来更新隐层，无需单独计算，直接利用第一遍编码获得的词项隐层和文本表示即可更新，

实验结果表明，GRU和LSTM的表现不分伯仲。

实验证明，对于Seq2Seq模型来说，源文本越长处理难度越大，主要原因在于神经网络的记忆能力有限，即使有注意力机制，也很难联合较远的输入做出判断。因此处理长文本的一个思路是将其拆分成区块（如句子、段落、语篇等），对区块和全文分别进行编码，再用层级注意力( hierarchical attention) 计算语义向量，从而缓解记忆压力，并尝试在语义向量中融入文本的结构特征。

卷积编码即对输入序列进行卷积操作以得出文本表示。Rush等[6]曾使用基于TDNN的卷积编码器计算语义向量，鉴于TDNN不擅长处理时间序列，而且模型缺少注意力机制，实验效果并不理想；来自同一团队的Chopra等[11]改进了Rush等[6]的工作，将输入序列中词项的位置信息嵌入到词向量中，并加入注意力机制，在一定程度上提升了模型的表现。之后的相关工作大多采用更擅长处理时间序列的RNN进行建模。2017年，Gehring等[12]提出基于CNN的卷积序列到序列（convolutional sequence to sequence，ConvS2S）模型，在机器翻译和文本摘要任务中均表现出色，引起学界的关注。

ConvS2S模型的编码器和解码器均是多层CNN，编码器对输入序列做多层卷积，解码器在每一层都做注意力计算，即多步注意力（multi-step attention）。模型首先对输入序列中的词项做位置嵌入，将每个词向量,和其绝对位置向量相加作为模型的输入，即，位置嵌入给原本不擅长处理时间序列的CNN带来一些“位置感”。对于第层，用大小为的卷积核对上一层的输出做一维卷积，得到每一层的输出，其中代表词向量的维度；将转换为矩阵,其中，用门控线性单元（gated linear unit，GLU）对做非线性变换；为支持深度卷积网络，在每一层的输出中还增加了残差连接，最后得到第层的隐层，

多步注意力的具体实现为：首先将解码器第层的隐层和上一步输出的词项，结合得到，之后利用和编码器最后一层的隐层计算解码器第层的注意力，

最后用加权和,得到第层的语义向量，

3.2 解码

解码器读取语义向量并输出目标序列，相当于人在理解文本后开始编写摘要。解码过程主要存在以下问题：①当某个词不存在于词汇表中时，便无法生成；②解码器可能会重复关注到源文本的某些部分，导致摘要也产生重复；③解码器变量有限，无法将高级语法或结构信息模型化。围绕上述问题，学界提出多种改进方法。

Zhou等[9]在Gigaword训练集上统计发现，文本摘要中生成的词占42.5%，其余的均由拷贝所得，且连续两个词以上的拷贝约占1/3。在之前的拷贝机制中，每次拷贝都有一个决策过程：拷贝还是生成，如果要连续拷贝3个词，机器就要做3次决策。因此，Zhou等[9]提出序列拷贝网络，其基本思想是如果机器决定要拷贝，则直接拷贝一个子序列，如3个词，从而减少决策次数，同时降低了拷贝机制在连续拷贝过程中出错的概率。

Gu等[13]提出的CopyNet在模型结构上有别于先前的拷贝机制，没有使用开关网络和指针网络，在解码时基于生成模式和拷贝模式的混合概率预测单词。模型构造了一个词汇表，只收录存在于输入序列中的词，扩展后的词汇表为，由于中可能包含不存在于中的词，这部分词将用于拷贝。在输出每个目标单词时分别计算生成模式和拷贝模式的概率，并相加得到混合概率，

其中，表示由编码器生成的词项隐层构成的矩阵，既包含词项语义信息又包含位置信息。CopyNet在生成模式下读取语义信息，在拷贝模式下则读取位置信息。由于包含了位置信息，CopyNet在网络结构上更加简单，不需要开关和指针；但也正是因为的特殊性，限制了CopyNet的通用性。

在训练阶段，解码器生成的每个词项都有标准摘要作参考，并将误差反向传播以修正模型参数，因此一般采用贪婪算法取词汇分布的概率最大值作为输出词项。但在测试阶段，没有标准摘要作参考，这时概率最大的词项未必是最好的选择，研究表明，用贪婪算法生成的句子可读性较差[6]。束搜索算法是解决上述问题的一种手段，已被广泛运用于多个摘要模型[6]，具体算法是，给定一个束宽（beam width）B，在解码的每个时间步都保留词汇分布中概率最大的B个词项作为候选词项，从第二个时间步开始，会产生B×B个候选分支，依然只保留概率最大的前B个分支，依次进行下去，直至遇到终止条件。最后得到B个候选序列，选择概率最大者作为最终结果。束搜索的问题是缺乏多样性，即B个候选序列区别不大，因此Cibils等[14]提出多样性束搜索（diverse beam search），将束宽B等分为若干个组，在解码时每个组依次进行束搜索，并构造一个差异函数来度量当前组的候选序列和先前组生成的序列之间的差异，通过惩罚差异小的分支以增加组之间生成序列的多样性。

3.3 训练

从公式(5)可以看出，基础模型的训练过程属于词级训练，即逐个最大化每个词项的条件概率，可能会丢失全局信息。对此,Ayana等[15]提出最小风险训练（minimum risk training，MRT）策略，属于序列级训练[16]，即通过最小化生成摘要和标准摘要的距离来估计模型参数，距离利用ROUGE值计算而来（如负ROUGE值），损失函数为

其中，代表训练集中的每个可能生成的摘要的集合。可以看出，最小化可以使模型生成的摘要更加接近标准摘要。

MRT策略依然属于有监督学习，主要存在两个不足[17]:一是曝光偏差（exposure bias）[16]，由于在训练过程中有真值（ground truth）参考，而测试过程中没有，因此测试时会产生误差累积；二是最大似然于真值并非摘要质量评价的唯一标准。针对以上问题，一些学者使用自我评判（self-critical）[18]：一种强化学习（reinforcement learning，RL)中的策略梯度训练算法来训练模型。模型的训练目标不再似然于真值,而是优化用户定义的度量标准（如ROUGE）。Paulus等[17]让模型在每次训练迭代时分别产生两个输出序列：用贪婪算法得到的和经随机采样得到的。用回报函数返回参数序列和标准摘要相比较得到的ROUGE分数。基于强化学习的损失函数为

可以看出，最小化相当于最大化的条件似然，从而增加模型的预期回报。然而，Paulus等[17]发现强化学习方法虽然可以提高模型的ROUGE得分，但生成的摘要在可读性上不如最大似然方法，因此将公式(19)和公式(5)结合，得到混合目标函数，

其中，为超参数，用于权衡两个目标的比重。

4 挑战及发展趋势

目前，自动文摘技术已应用在某些特定领域。但整体来看，近年大量的工作将研究重点放在了抽取或生成的算法上，数据集与评价指标的研究工作较少。除此之外，关于自动文摘的研究工作缺乏针对性的跨越式进步，还需要突破性的创新工作提升性能才能更广泛地适应各个场景，所以自动文摘任务的质量和性能还面临诸多挑战：

1）数据集。高质量的自动文摘数据集较少，甚至中文长文本数据集缺失[19-20]，限制了中文文本摘要技术的研究。

2）评价指标。自动评价方法过于死板，人工评价方法较主观，缺乏被学术界广泛认可并切实可行的评价方法，这减缓了该任务的发展[21]。

3）语义表达。文档的摘要应有多种表达方式[22-23]，但是目前来说同一语义的不同表达、重复表达同一语义的问题还需要相应的工作来解决。

自动文摘的研究已经有近60年的历史，由于该任务的难度导致初期的效果并不理想，随着深度学习的快速发展才使得人们看到自动文摘广泛应用的希望。长期看来，自动文摘的发展有6个趋势：

1）数据集。中文、英文和其他语言的高质量自动文摘数据集将有可能推动自动文摘任务的发展[19,24]，若仅依靠人工参与构建数据集将是项耗时耗力的工作，因此如果可以通过计算机自动地构建高质量数据集将是非常有意义的。

2）评价指标。目前有工作提出通过计算文本之间语义相似度、改进的ROUGE等对自动文摘进行评价[21],但尚不能有效地扩展，因此更加完善的自动文摘评价指标必然是长期研究的重点问题[25]。

3）方法融合。新技术的探索是永远的话题，对传统算法与深度学习的结合，或抽取式方法与生成式方法进一步融合将是学术界乃至工业界必然的趋势[26-27]。

4）借助外部知识。机器效仿人类生成摘要的过程时需要背景知识的辅助（如纳入背景知识库）[28]，对于深度学习方法来说还可用预训练的模型为自动文摘模型提供强有力的外部知识。

5)弱监督或无监督发展。由于缺乏高质量的自动文摘数据集，一种有效可靠的方法是通过少量的训练数据或无训练数据使用高效的算法处理自动文摘任务[29]。

6）应用场景。研究人员的重心将会慢慢从普适性的工作转移到特定细分场景上，针对不同的子任务场景提出更加具有针对性的算法，如新闻标题、自动对联、评论摘要、会议摘要、金融快报等[30]。

5 总结

Seq2Seq模型源于机器翻译，文本摘要和机器翻译虽然都属于序列到序列转换问题，但文本摘要聚焦输入序列的关键信息，而且输入和输出之间没有明显的对齐关系[9]，从这一角度来说文本摘要任务更加复杂。尽管Seq2Seq模型在机器翻译领域已进入实用阶段[30-31]，但对于文本摘要来说显然还有很长的路要走。随着模型的不断衍化，Seq2Seq模型生成摘要的方式跟人类思维越来越接近，与此同时生成摘要的质量也越来越好。尽管该模型依然存在很多不足，如难以处理几千词以上的长文本、模型时间复杂度高、样本标注开销大等，但其可以引领生成式文本摘要未来的研究方向。
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