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В работе развивается подход к решению задач глобальной оптимизации, использующий схему вложенной оптимизации. Новым элементом является использование разных алгоритмов на разных уровнях вложенности: сложный последовательный алгоритм (на CPU) – на верхнем уровне; простой параллельный алгоритм (на GPU) - на нижнем уровне. Данная схема вычислений реализована в параллельном решателе ExaMin. Приведены результаты вычислительных экспериментов, демонстрирующие ускорение при решении серии тестовых задач.
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# 1. Введение

Задача многомерной многоэкстремальной оптимизации может быть определена как проблема поиска наименьшего значения действительной функции *ϕ*(*y*)
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где *a*, *b*∈*RN* есть заданные векторы.

Численное решение задачи сводится к построению оценки ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEIAIBCQAAAABwWAEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///7D///8ABAAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN32BtmxAQAAAAtAQAACAAAADIKgAH/AgEAAABEeQgAAAAyCoABWwABAAAAeXkcAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN32BtmxAQAAAAtAQEABAAAAPABAAAIAAAAMgrYAQIBAQAAAGt5HAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACeGQq2oEDDd6TgEgCHTMB3oEDDd9gbZsQEAAAALQEAAAQAAADwAQEACAAAADIKgAHDAQEAAADOeRwAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3fYG2bEBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuIACgEBAAAAKnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDE2BtmxAAACgAhAIoBAAAAAAAAAAC84hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), отвечающей некоторому понятию близости к точке ![](data:image/x-wmf;base64,183GmgAAAAAAAKABIAIDCQAAAACSXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///7D///9gAQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN38h9mggQAAAAtAQAACAAAADIK4gAKAQEAAAAqeRwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3fyH2aCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABWwABAAAAeXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCC8h9mggAACgAhAIoBAAAAAAAAAAC84hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) (например, ![](data:image/x-wmf;base64,183GmgAAAAAAAMAHIAIBCQAAAADwWwEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALABxIAAAAmBg8AGgD/////AAAQAAAAwP///7D///+ABwAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAN8SCoegQMN3pOASAIdMwHegQMN3rxFmRgQAAAAtAQAACAAAADIKgAGvBgEAAABleRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAmR4KLaBAw3ek4BIAh0zAd6BAw3evEWZGBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABsQUBAAAAo3kIAAAAMgqAAY8CAQAAAC15HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd68RZkYEAAAALQEAAAQAAADwAQEACAAAADIKgAEtBQIAAAB8fAgAAAAyCoABJQACAAAAfHwcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3rxFmRgQAAAAtAQEABAAAAPABAAAIAAAAMgriAG4EAQAAACp8CAAAADIK4gDCAQEAAAAqfBwAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3evEWZGBAAAAC0BAAAEAAAA8AEBAAgAAAAyCtgBZgQBAAAAa3wcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3rxFmRgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAb4DAQAAAHl8CAAAADIKgAESAQEAAAB5fAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAEavEWZGAAAKACEAigEAAAAAAAAAALziEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA), где ![](data:image/x-wmf;base64,183GmgAAAAAAAGADoAECCQAAAADTXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///83///8gAwAAbQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN3vR1mNAQAAAAtAQAACAAAADIKQAFiAgEAAAAweRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAANxcKC6BAw3dU8RIAh0zAd6BAw3e9HWY0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABTAEBAAAAPnkcAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAEUYCpagQMN3VPESAIdMwHegQMN3vR1mNAQAAAAtAQAABAAAAPABAQAIAAAAMgpAASoAAQAAAGV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ANL0dZjQAAAoAIQCKAQAAAAABAAAAbPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) есть заданная точность) на основе конечного числа *k* вычислений значений оптимизируемой функции. Относительно класса рассматриваемых задач предполагается выполнение двух важных условий.

Во-первых, предполагается, что оптимизируемая функция *ϕ*(*y*) может быть задана не аналитически, в виде формулы, а алгоритмически, как результат работы некоторой подпрограммы или библиотеки.

Во-вторых, будем предполагать, что *ϕ*(*y*) удовлетворяет условию Липшица
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что соответствует ограниченности изменения значений функции при ограниченной вариации аргумента. Это предположение можно интерпретировать (применительно к прикладным задачам) как отражение ограниченности мощностей, порождающих изменения в моделируемой системе.

Задачи многоэкстремальной оптимизации имеют существенно более высокую трудоемкость решения по сравнению с другими типами оптимизационных задач, т.к. глобальный оптимум является интегральной характеристикой решаемой задачи и требует исследования всей области поиска. Как результат, поиск глобального оптимума сводится к построению некоторого покрытия (сетки) в области параметров, и выборе наилучшего значения функции на данной сетке. Вычислительные затраты на решение задачи растут экспоненциально с ростом размерности.

В ННГУ им. Н.И. Лобачевского под руководством проф. Р.Г. Стронгина разработан эффективный подход к решению задач глобальной оптимизации [−]. В рамках данного подхода решение многомерных задач сводится к решению серии вложенных задач меньшей размерности. Для эффективного решения быстро вычисляемых задач предлагается полностью перенести решение вложенной задачи на графический ускоритель.

# 2. Базовый параллельный алгоритм глобального поиска

В качестве базовой задачи мы будет рассматривать одномерную задачу многоэкстремальной оптимизации ![](data:image/x-wmf;base64,183GmgAAAAAAAIASIAIACQAAAACxTgEACQAAA9YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKAEhIAAAAmBg8AGgD/////AAAQAAAAwP///7D///9AEgAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN3SxpmDAQAAAAtAQAACAAAADIKgAEwEQIAAABdfQgAAAAyCoABmxABAAAAMX0IAAAAMgqAAWQQAQAAACx9CAAAADIKgAG5DwEAAAAwfQgAAAAyCoABQA8BAAAAW30IAAAAMgqAAcoMAQAAADp9CAAAADIKgAEkDAEAAAApfQgAAAAyCoAB8AoBAAAAKH0JAAAAMgqAAVoHBAAAAG1pbnsIAAAAMgqAAYkFAQAAAClpCAAAADIKgAHKAwEAAAAoaRwAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBU8RIAh0zAd6BAw3dLGmYMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuIABAUBAAAAKmkIAAAAMgriABcBAQAAACppHAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAC5FArqoEDDd1TxEgCHTMB3oEDDd0saZgwEAAAALQEAAAQAAADwAQEACAAAADIKgAE3DgEAAADOaQgAAAAyCoABSwYBAAAAPWkIAAAAMgqAAeUBAQAAAD1pHAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFTxEgCHTMB3oEDDd0saZgwEAAAALQEBAAQAAADwAQAACAAAADIKgAFwDQEAAAB4aQgAAAAyCoABfwsBAAAAeGkIAAAAMgqAAVkEAQAAAHhpHAAAAPsCoP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAAC5FArroEDDd1TxEgCHTMB3oEDDd0saZgwEAAAALQEAAAQAAADwAQEACAAAADIKgAH+CQEAAABqaQgAAAAyCoAB2AIBAAAAamkIAAAAMgqAAR8AAQAAAGppCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ADEsaZgwAAAoAIQCKAQAAAAABAAAAbPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), в которой целевая функция *ϕ*(*y*) удовлетворяет условию Липшица. Дадим детальное описание параллельного алгоритма глобального поиска (ПАГП), применяемого к ее решению.

Пусть в нашем распоряжении имеется ![](data:image/x-wmf;base64,183GmgAAAAAAAEAD4AEBCQAAAACwXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFAAxIAAAAmBg8AGgD/////AAAQAAAAwP///83///8AAwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3sRJmogQAAAAtAQAACAAAADIKQAFmAgEAAAAxeRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA/RgKJ6BAw3ek4BIAh0zAd6BAw3exEmaiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABcQEBAAAAs3kcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3sRJmogQAAAAtAQAABAAAAPABAQAIAAAAMgpAAWYAAQAAAHB5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AorESZqIAAAoAIQCKAQAAAAABAAAAvOISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) вычислительных элементов. Тогда на данной итерации можно провести одновременно p испытаний. Тогда общее число испытаний, выполненных после n параллельных итераций, составит ![](data:image/x-wmf;base64,183GmgAAAAAAAEAE4AEBCQAAAACwWwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFABBIAAAAmBg8AGgD/////AAAQAAAAwP///83///8ABAAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN31BxmKwQAAAAtAQAACAAAADIKQAGTAgIAAABwbggAAAAyCkABOwABAAAAa24cAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAADwcCoagQMN3pOASAIdMwHegQMN31BxmKwQAAAAtAQEABAAAAPABAAAIAAAAMgpAAUwBAQAAAD1uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AK9QcZisAAAoAIQCKAQAAAAAAAAAAvOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

Предположим, что выполнено ![](data:image/x-wmf;base64,183GmgAAAAAAAAADoAECCQAAAACzXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEAAxIAAAAmBg8AGgD/////AAAQAAAAwP///83////AAgAAbQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN3FStmGAQAAAAtAQAACAAAADIKQAE7AgEAAAAxeRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAWBMKrqBAw3dU8RIAh0zAd6BAw3cVK2YYBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABRgEBAAAAPnkcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN3FStmGAQAAAAtAQAABAAAAPABAQAIAAAAMgpAATsAAQAAAG55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AGBUrZhgAAAoAIQCKAQAAAAABAAAAbPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) итераций метода (в качестве точек ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEAAICCQAAAADzWAEACQAAAysBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7D///+gBAAAsAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3PBxm4wQAAAAtAQAACAAAADIK4gApBAEAAABweRwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3c8HGbjBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABXQMBAAAAeHkIAAAAMgqAAUsAAQAAAHh5HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDdzwcZuMEAAAALQEAAAQAAADwAQEACgAAADIKgAFjAQUAAAAsLi4uLAAcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3PBxm4wQAAAAtAQEABAAAAPABAAAIAAAAMgriAOsAAQAAADEuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A4zwcZuMAAAoAIQCKAQAAAAAAAAAAvOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) первой итерации выбираются произвольные различные точки отрезка [0,1]). Тогда точки ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGAAIBCQAAAACwWgEACQAAA28BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7D///9gBgAAsAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3bhRmGwQAAAAtAQAACAAAADIK4gDqBQEAAABweQgAAAAyCuIA8gQBAAAAa3kIAAAAMgriAAABAQAAAGt5HAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd24UZhsEAAAALQEBAAQAAADwAQAACAAAADIKgAE9BAEAAAB4eQgAAAAyCoABSwABAAAAeHkcAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAALESCjGgQMN3pOASAIdMwHegQMN3bhRmGwQAAAAtAQAABAAAAPABAQAIAAAAMgriAF4FAQAAACt5CAAAADIK4gBsAQEAAAAreRwAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3duFGYbBAAAAC0BAQAEAAAA8AEAAAoAAAAyCoABQwIFAAAALC4uLiwAHAAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd24UZhsEAAAALQEAAAQAAADwAQEACAAAADIK4gDLAQEAAAAxLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABtuFGYbAAAKACEAigEAAAAAAQAAALziEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) текущей (*n+1*)-ой итерации определяются по следующим правилам.

Правило 1. Перенумеровать точки множества ![](data:image/x-wmf;base64,183GmgAAAAAAAEAPIAIBCQAAAABwUwEACQAAA7cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJADxIAAAAmBg8AGgD/////AAAQAAAAwP///7D///8ADwAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN32RRmSQQAAAAtAQAACAAAADIKgAFlDgEAAAB9eQgAAAAyCoAB5g0BAAAAMXkIAAAAMgqAAW0NAQAAAHt5CAAAADIKgAFpCwEAAAB9eQgAAAAyCoABzwoBAAAAMHkIAAAAMgqAATUKAQAAAHt5CAAAADIKgAExCAEAAAB9eQoAAAAyCoABBgUFAAAALC4uLiwACAAAADIKgAE+AwEAAAB7LhwAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3fZFGZJBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuIAjgQBAAAAMS4cAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAPoOCvqgQMN3pOASAIdMwHegQMN32RRmSQQAAAAtAQAABAAAAPABAQAIAAAAMgqAATwMAQAAAMguCAAAADIKgAEECQEAAADILggAAAAyCoABQwIBAAAAPS4cAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN32RRmSQQAAAAtAQEABAAAAPABAAAIAAAAMgriALUHAQAAAGsuCAAAADIK2AFbAQEAAABrLhwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3fZFGZJBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABAAcBAAAAeC4IAAAAMgqAAe4DAQAAAHguCAAAADIKgAFWAAEAAABYLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAEnZFGZJAAAKACEAigEAAAAAAQAAALziEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) так что
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Правило 2. Полагая ![](data:image/x-wmf;base64,183GmgAAAAAAAEALAAIACQAAAABRVwEACQAAA40BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJACxIAAAAmBg8AGgD/////AAAQAAAAwP///63///8ACwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACOAYADiXc3WAAXd1LRpmJQQAAAAtAQAACAAAADIKYAFPCgEAAABreQgAAAAyCmABZwgBAAAAaXkIAAAAMgpgAUQEAQAAAHh5CAAAADIKYAFLAAEAAAB6eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAI4BgAOJdzdYABd3UtGmYlBAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgB6AQBAAAAaXkIAAAAMgq4AeUAAQAAAGl5HAAAAPsCoP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHViEQrfiJ9dAAjgGAA4l3N1gAF3dS0aZiUEAAAALQEAAAQAAADwAQEACAAAADIKYAEsCQEAAACjeQgAAAAyCmABTwcBAAAAo3kIAAAAMgpgAbwBAQAAAD15HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAjgGAA4l3N1gAF3dS0aZiUEAAAALQEBAAQAAADwAQAACAAAADIKYAFjBgEAAAAxeQgAAAAyCmABYgUCAAAAKSwIAAAAMgpgAbUDAQAAACgsHAAAAPsCoP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHViEQrgiJ9dAAjgGAA4l3N1gAF3dS0aZiUEAAAALQEAAAQAAADwAQEACAAAADIKYAHDAgEAAABqLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtACUtGmYlAAAKADgAigEAAAAAAQAAACDiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), вычислить величины
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где ![](data:image/x-wmf;base64,183GmgAAAAAAAAADgAECCQAAAACTXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAEAAxIAAAAmBg8AGgD/////AAAQAAAAwP///83////AAgAATQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiXc3WAAXd1qytmhgQAAAAtAQAACAAAADIKQAEqAgEAAAAxeRwAAAD7AqD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB15SsKGCgHWwAY8RgAOJdzdYABd3WrK2aGBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABMwEBAAAAPnkcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiXc3WAAXd1qytmhgQAAAAtAQAABAAAAPABAQAIAAAAMgpAATsAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AhqsrZoYAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) является заданным параметром метода (параметр надежности), а ![](data:image/x-wmf;base64,183GmgAAAAAAACAHAAIBCQAAAAAwWwEACQAAA3UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///63////gBgAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN39h5m9QQAAAAtAQAACAAAADIKuAGMBgEAAAAxeRwAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA8h8K16BAw3ek4BIAh0zAd6BAw3f2Hmb1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBMQYBAAAALXkcAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAHcpCoegQMN3pOASAIdMwHegQMN39h5m9QQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUEEAQAAAC15CAAAADIKYAHcAQEAAAA9eQgAAAAyCmABOwABAAAARHkcAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN39h5m9QQAAAAtAQEABAAAAPABAAAIAAAAMgq4AfAFAQAAAGl5CAAAADIKuAGcAwEAAABpeQgAAAAyCrgBJgEBAAAAaXkcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN39h5m9QQAAAAtAQAABAAAAPABAQAIAAAAMgpgAVYFAQAAAHh5CAAAADIKYAECAwEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAPX2Hmb1AAAKACEAigEAAAAAAQAAALziEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

Правило 3. Для каждого интервала ![](data:image/x-wmf;base64,183GmgAAAAAAAOALAAIACQAAAADxVwEACQAAA8kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgCxIAAAAmBg8AGgD/////AAAQAAAAwP///63///+gCwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACOAYADiXc3WAAXd13Ctm0AQAAAAtAQAACAAAADIKYAETCwEAAAAxeQgAAAAyCmABVwUBAAAAMXkIAAAAMgpgAVsEAgAAACksCAAAADIKYAGtAgEAAAAsLAgAAAAyCmABNQABAAAAKCwcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACOAYADiXc3WAAXd13Ctm0AQAAAAtAQEABAAAAPABAAAIAAAAMgq4ASECAQAAADEsHAAAAPsCoP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHXrKwpXyJ9dAAjgGAA4l3N1gAF3ddwrZtAEAAAALQEAAAQAAADwAQEACAAAADIKYAEsCgEAAAArLAgAAAAyCmABEQgBAAAAoywIAAAAMgpgAT4GAQAAAKMsHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHUrGgrxKKBdAAjgGAA4l3N1gAF3ddwrZtAEAAAALQEBAAQAAADwAQAACAAAADIKuAG0AQEAAAAtLBwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAI4BgAOJdzdYABd3XcK2bQBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABLwkBAAAAaywIAAAAMgpgAVEHAQAAAGksCAAAADIKYAFBAwEAAAB4LAgAAAAyCmABxAABAAAAeCwcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACOAYADiXc3WAAXd13Ctm0AQAAAAtAQEABAAAAPABAAAIAAAAMgq4AeMDAQAAAGksCAAAADIKuAFmAQEAAABpLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtANDcK2bQAAAKADgAigEAAAAAAAAAACDiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA), вычислить характеристику в соответствии с формулами

|  |  |
| --- | --- |
| , |  |
| , , |  |

Правило 4. Характеристики ![](data:image/x-wmf;base64,183GmgAAAAAAAIAJ4AEACQAAAABxVgEACQAAAzUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGACRIAAAAmBg8AGgD/////AAAQAAAAwP///83///9ACQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN37R5mrAQAAAAtAQAACAAAADIKQAG5CAEAAAAxeQgAAAAyCkABAgMBAAAAMXkIAAAAMgpAAQgCAgAAACksCAAAADIKQAEmAQEAAAAoLBwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA2BsK86BAw3ek4BIAh0zAd6BAw3ftHmasBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkAB0QcBAAAAKywIAAAAMgpAAbYFAQAAAKMsCAAAADIKQAHnAwEAAACjLBwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3ftHmasBAAAAC0BAAAEAAAA8AEBAAgAAAAyCkAB0gYBAAAAaywIAAAAMgpAAfgEAQAAAGksCAAAADIKQAGaAQEAAABpLAgAAAAyCkABRQABAAAAUiwKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCs7R5mrAAACgAhAIoBAAAAAAEAAAC84hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), упорядочить в порядке убывания

|  |  |
| --- | --- |
|  |  |

и выбрать p наибольших характеристик с номерами интервалов ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHQAIACQAAAABRWwEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIABxIAAAAmBg8AGgD/////AAAQAAAAwP///63////ABgAA7QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3uyhmrQQAAAAtAQAACAAAADIKYAH7BQEAAABweQgAAAAyCmAB8QMBAAAAankIAAAAMgpgATAAAQAAAHR5HAAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd7soZq0EAAAALQEBAAQAAADwAQAACAAAADIKuAHDAAEAAABqeRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA1BwKjKBAw3ek4BIAh0zAd6BAw3e7KGatBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABtAQBAAAAo3kIAAAAMgpgAZQCAQAAAKN5HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd7soZq0EAAAALQEBAAQAAADwAQAACAAAADIKYAGvAQEAAAAxeQgAAAAyCmABKAEBAAAALHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCtuyhmrQAACgAhAIoBAAAAAAAAAAC84hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

Правило 5. Провести новые испытания в точках ![](data:image/x-wmf;base64,183GmgAAAAAAAEAIIAIBCQAAAABwVAEACQAAA3UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJACBIAAAAmBg8AGgD/////AAAQAAAAwP///7D///8ACAAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3hStmVQQAAAAtAQAACAAAADIKgAE8BwEAAABweQgAAAAyCoABMgUBAAAAankIAAAAMgqAAUsAAQAAAHh5HAAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd4UrZlUEAAAALQEBAAQAAADwAQAACAAAADIK4gAEAgEAAABqeQgAAAAyCuIAAAEBAAAAa3kcAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAH4bChKgQMN3pOASAIdMwHegQMN3hStmVQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAfUFAQAAAKN5CAAAADIKgAHVAwEAAACjeRwAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAdykK4KBAw3ek4BIAh0zAd6BAw3eFK2ZVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuIAbAEBAAAAK3kcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3hStmVQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAfACAQAAADF5CAAAADIKgAFpAgEAAAAseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFWFK2ZVAAAKACEAigEAAAAAAQAAALziEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), вычисленных по формулам

|  |  |
| --- | --- |
| , , ,  , . |  |

Алгоритм прекращает работу, если выполняется условие ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEYAIACQAAAADxWAEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///63///9ABAAADQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAcAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdVEdCoRIn10ACOAYADiXc3WAAXd1ASxmDgQAAAAtAQAACAAAADIKYAFxAwEAAABleRwAAAD7AqD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB15SsKewigXQAI4BgAOJdzdYABd3UBLGYOBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABZAIBAAAAo3kIAAAAMgpgATsAAQAAAER5HAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAjgGAA4l3N1gAF3dQEsZg4EAAAALQEAAAQAAADwAQEACAAAADIK8AGSAQEAAABqeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAI4BgAOJdzdYABd3UBLGYOBAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBLgEBAAAAdHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAOASxmDgAACgA4AIoBAAAAAAAAAAAg4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) хотя бы для одного номера ![](data:image/x-wmf;base64,183GmgAAAAAAACAHQAIBCQAAAABwWwEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBxIAAAAmBg8AGgD/////AAAQAAAAwP///63////gBgAA7QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACOAYADiXc3WAAXd1BSxmTQQAAAAtAQAACAAAADIKYAEkBgEAAABweQgAAAAyCmABFgQBAAAAankIAAAAMgpgATAAAQAAAHR5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAjgGAA4l3N1gAF3dQUsZk0EAAAALQEBAAQAAADwAQAACAAAADIKuAHRAAEAAABqeRwAAAD7AqD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB17SsKTwigXQAI4BgAOJdzdYABd3UFLGZNBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmAB2wQBAAAAo3kIAAAAMgpgAbcCAQAAAKN5HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAjgGAA4l3N1gAF3dQUsZk0EAAAALQEBAAQAAADwAQAACAAAADIKYAHQAQEAAAAxeQgAAAAyCmABRwEBAAAALHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBNBSxmTQAACgA4AIoBAAAAAAAAAAAg4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==); здесь ![](data:image/x-wmf;base64,183GmgAAAAAAAGADoAECCQAAAADTXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///83///8gAwAAbQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACOAYADiXc3WAAXd1UR1mbwQAAAAtAQAACAAAADIKQAFmAgEAAAAweRwAAAD7AqD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB16hgKLgigXQAI4BgAOJdzdYABd3VRHWZvBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABTgEBAAAAPnkcAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdcsrCt4In10ACOAYADiXc3WAAXd1UR1mbwQAAAAtAQAABAAAAPABAQAIAAAAMgpAASoAAQAAAGV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Ab1EdZm8AAAoAOACKAQAAAAABAAAAIOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) есть заданная точность. В качестве оценки глобально-оптимального решения задачи выбираются значения

|  |  |
| --- | --- |
| , . |  |

Данный способ организации параллельных вычислений имеет следующее обоснование [16, 17]. Используемые в алгоритме характеристики интервалов могут рассматриваться как некоторые меры вероятности локализации в данных интервалах точки глобального минимума. Неравенства (6) упорядочивают интервалы по их характеристикам, и испытания проводятся параллельно в первых *p* интервалах, имеющих наибольшие вероятности. Различные модификации данного алгоритма и соответствующая теория сходимости представлены в [].

# 3. Редукция размерности

## 3.1 Редукция размерности с использованием кривых Пеано

Для снижения сложности алгоритмов глобальной оптимизации, формирующих неравномерное покрытие области поиска, широко используются различные схемы редукции размерности, которые позволяют свести решение многомерных оптимизационных задач к семейству задач одномерной оптимизации.

Первым из рассматриваемых способов редукции размерности является использование кривой Пеано y(x), однозначно отображающей отрезок вещественной оси [0,1] на n-мерный куб

|  |  |
| --- | --- |
| . |  |

Вопросы численного построения отображений типа кривой Пеано и соответствующая теория подробно рассмотрены в []. Здесь же отметим, что численно построенная развертка является приближением к теоретической кривой Пеано с точностью порядка ![](data:image/x-wmf;base64,183GmgAAAAAAAEACwAECCQAAAACTXQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7D///8AAgAAcAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN38xFmnQQAAAAtAQAACAAAADIK4gB1AQEAAABteRwAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAdykKd6BAw3ek4BIAh0zAd6BAw3fzEWadBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuIA+QABAAAALXkcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN38xFmnQQAAAAtAQAABAAAAPABAQAIAAAAMgqAATsAAQAAADJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AnfMRZp0AAAoAIQCKAQAAAAABAAAAvOISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), где *m* – параметр построения развертки.

Использование подобного рода отображений позволяет свести многомерную задачу к одномерной задаче

|  |  |
| --- | --- |
|  |  |

Важным свойством является сохранение ограниченности относительных разностей функции: если функция *ϕ*(*y*) в области *D* удовлетворяла условию Липшица с константой *L*, то функция *ϕ*(*y*(*x*))на интервале [0,1] будет удовлетворять равномерному условию Гельдера

|  |  |
| --- | --- |
| , , |  |

где константа Гельдера H связана с константой Липшица *L* соотношением

|  |  |
| --- | --- |
| , . |  |

Соотношение позволяет модифицировать приведенный в разделе 2 алгоритм решения одномерных задач для решения многомерных задач, редуцированных к одномерным. Для этого длины интервалов ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAARIAAAAmBg8AGgD/////AAAQAAAAwP///63///+AAQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACOAYADiXc3WAAXd1Zitm+gQAAAAtAQAACAAAADIKuAEsAQEAAABpeRwAAAD7AqD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1Kx4KUAigXQAI4BgAOJdzdYABd3VmK2b6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABOwABAAAARHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQD6Zitm+gAACgA4AIoBAAAAAAAAAAAg4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), участвующие в правилах − алгоритма, заменяются на длины в новой метрике ![](data:image/x-wmf;base64,183GmgAAAAAAAKAJIAIBCQAAAACQVQEACQAAA88BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7D///9gCQAA0AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAAAgAAAAAAAAABAAAAC0BAAAFAAAAFAJQAJ8IBQAAABMCDgFiCBwAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBU8RIAh0zAd6BAw3fPE2ZjBAAAAC0BAQAIAAAAMgriALgIAQAAAE55CAAAADIK2AGGBgEAAABpeQgAAAAyCtgBJQQBAAAAaXkIAAAAMgrYAScBAQAAAGl5HAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFTxEgCHTMB3oEDDd88TZmMEAAAALQECAAQAAADwAQEACAAAADIKgAHrBQEAAAB4eQgAAAAyCoABigMBAAAAeHkcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN3zxNmYwQAAAAtAQEABAAAAPABAgAIAAAAMgriABUIAQAAADF5CAAAADIK2AEkBwEAAAAxeRwAAAD7AqD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBU8RIAh0zAd6BAw3fPE2ZjBAAAAC0BAgAEAAAA8AEBAAgAAAAyCoABoQcBAAAAKXkIAAAAMgqAAfsCAQAAACh5HAAAAPsCQP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABZEAp3oEDDd1TxEgCHTMB3oEDDd88TZmMEAAAALQEBAAQAAADwAQIACAAAADIK2AHIBgEAAAAteRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA3xIKX6BAw3dU8RIAh0zAd6BAw3fPE2ZjBAAAAC0BAgAEAAAA8AEBAAgAAAAyCoAB0QQBAAAALXkIAAAAMgqAAeUBAQAAAD15CAAAADIKgAE7AAEAAABEeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAGPPE2ZjAAAKACEAigEAAAAAAQAAAGzzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA), а вместо формулы вводится выражение

|  |  |
| --- | --- |
| , . |  |

## 3.2 Рекурсивная схема редукции размерности

Схема рекурсивной оптимизации основана на известном (см. []) соотношении

|  |  |
| --- | --- |
| , |  |

которое позволяет заменить решение многомерной задачи решением семейства одномерных подзадач, рекурсивно связанных между собой.

Введем в рассмотрение множество функций

|  |  |
| --- | --- |
| , |  |
| , . |  |

Тогда, в соответствии с соотношением , решение исходной задачи сводится к решению одномерной задачи

|  |  |
| --- | --- |
| . |  |

Однако при этом каждое вычисление значения одномерной функции ![](data:image/x-wmf;base64,183GmgAAAAAAAOADAAIBCQAAAADwXwEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///63///+gAwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3lx5mKAQAAAAtAQAACAAAADIKYAEaAwEAAAApeQgAAAAyCmABbQEBAAAAKHkcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3lx5mKAQAAAAtAQEABAAAAPABAAAIAAAAMgq4AZ4CAQAAADF5CAAAADIKuAHxAAEAAAAxeRwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3eXHmYoBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABDAIBAAAAeXkcAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAANQcCm2gQMN3pOASAIdMwHegQMN3lx5mKAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAR8AAQAAAGp5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AKJceZigAAAoAIQCKAQAAAAAAAAAAvOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) в некоторой фиксированной точке предполагает решение одномерной задачи минимизации

|  |  |
| --- | --- |
| , |  |

и так далее до вычисления ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///63////AAQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiXc3WAAXd1EyxmtgQAAAAtAQAACAAAADIKuAEWAQEAAABOeRwAAAD7AqD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1aB8KwUigXQAY8RgAOJdzdYABd3UTLGa2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABHwABAAAAankKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQC2EyxmtgAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) согласно .

Для изложенной выше рекурсивной схемы предложено обобщение (блочная рекурсивная схема), которое комбинирует использование разверток и рекурсивной схемы с целью эффективного распараллеливания вычислений.

Рассмотрим вектор *y* как вектор блочных переменных

|  |  |
| --- | --- |
| , |  |

где *i*-я блочная переменная *ui* представляет собой вектор размерности ![](data:image/x-wmf;base64,183GmgAAAAAAAOABAAIBCQAAAADwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgARIAAAAmBg8AGgD/////AAAQAAAAwP///63///+gAQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACOAYADiXc3WAAXd1DixmJgQAAAAtAQAACAAAADIKuAFPAQEAAABpeRwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAI4BgAOJdzdYABd3UOLGYmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABSwABAAAATnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAmDixmJgAACgA4AIoBAAAAAAAAAAAg4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) из последовательно взятых компонент вектора *y*, т.е. ![](data:image/x-wmf;base64,183GmgAAAAAAAKAKQAIACQAAAADxVgEACQAAA7sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgChIAAAAmBg8AGgD/////AAAQAAAAwP///63///9gCgAA7QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3GhZmeAQAAAAtAQAACAAAADIKYAHwCQEAAAApeQoAAAAyCmABQQYFAAAALC4uLiwACAAAADIKYAFqBAEAAAAsLggAAAAyCmABwQIBAAAAKC4cAAAA+wKA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3GhZmeAQAAAAtAQEABAAAAPABAAAIAAAAMgroAXkJAQAAADEuHAAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDdxoWZngEAAAALQEAAAQAAADwAQEACAAAADIKuAG7BQEAAAAyLggAAAAyCrgB8gMBAAAAMS4IAAAAMgq4AdgAAQAAADEuHAAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDdxoWZngEAAAALQEBAAQAAADwAQAACAAAADIKuAH7CAEAAABOLhwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3caFmZ4BAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABSwgBAAAAeS4IAAAAMgpgARQFAQAAAHkuCAAAADIKYAFgAwEAAAB5LggAAAAyCmABMAABAAAAdS4cAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAIspCpugQMN3pOASAIdMwHegQMN3GhZmeAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAasBAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AeBoWZngAAAoAIQCKAQAAAAAAAAAAvOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAAMAOQAIACQAAAACRUgEACQAAAycCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALADhIAAAAmBg8AGgD/////AAAQAAAAwP///63///+ADgAA7QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN35R1m9wQAAAAtAQAACAAAADIKYAEODgEAAAApeQoAAAAyCmAB/AgFAAAALC4uLiwACAAAADIKYAHZBQEAAAAsLggAAAAyCmAB5QIBAAAAKC4cAAAA+wKA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN35R1m9wQAAAAtAQEABAAAAPABAAAIAAAAMgroAY0NAQAAADIuCAAAADIK6AEzDAEAAAAxLggAAAAyCugBsAcBAAAAMS4IAAAAMgroAbEEAQAAADEuHAAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd+UdZvcEAAAALQEAAAQAAADwAQEACAAAADIKuAF1CAEAAAAyLggAAAAyCrgBYQUBAAAAMS4IAAAAMgq4Ae0AAQAAADIuHAAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd+UdZvcEAAAALQEBAAQAAADwAQAACAAAADIKuAEBDQEAAABOLggAAAAyCrgBtQsBAAAATi4IAAAAMgq4ATIHAQAAAE4uCAAAADIKuAEzBAEAAABOLhwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3flHWb3BAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABBgsBAAAAeS4IAAAAMgpgAYMGAQAAAHkuCAAAADIKYAGEAwEAAAB5LggAAAAyCmABMAABAAAAdS4cAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAC4UCs2gQMN3pOASAIdMwHegQMN35R1m9wQAAAAtAQEABAAAAPABAAAIAAAAMgq4AYQMAQAAACsuCAAAADIKuAEBCAEAAAArLggAAAAyCrgBAgUBAAAAKy4cAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAOMLCrmgQMN3pOASAIdMwHegQMN35R1m9wQAAAAtAQAABAAAAPABAQAIAAAAMgpgAc8BAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A9+UdZvcAAAoAIQCKAQAAAAABAAAAvOISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=),…, ![](data:image/x-wmf;base64,183GmgAAAAAAAAAQQAIACQAAAABRTAEACQAAAycCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAEBIAAAAmBg8AGgD/////AAAQAAAAwP///63////ADwAA7QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN38xFmOAQAAAAtAQAACAAAADIKYAE8DwEAAAApeQoAAAAyCmABzQsFAAAALC4uLiwACAAAADIKYAE+BwEAAAAsLggAAAAyCmABzwIBAAAAKC4cAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN38xFmOAQAAAAtAQEABAAAAPABAAAIAAAAMgq4AUQLAQAAADIuCAAAADIKuAHEBgEAAAAxLggAAAAyCrgB7wABAAAAMi4cAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN38xFmOAQAAAAtAQAABAAAAPABAQAIAAAAMgq4AXkOAQAAAE4uCAAAADIKuAGiCQEAAABOLggAAAAyCrgBiggBAAAATi4IAAAAMgq4ATcFAQAAAE4uCAAAADIKuAEfBAEAAABOLhwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3fzEWY4BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAByA0BAAAAeS4IAAAAMgpgAdkHAQAAAHkuCAAAADIKYAFuAwEAAAB5LggAAAAyCmABMAABAAAAdS4cAAAA+wKA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN38xFmOAQAAAAtAQAABAAAAPABAQAIAAAAMgroATEKAQAAAE0uCAAAADIK6AHGBQEAAABNLhwAAAD7AkD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA5x4Ki6BAw3ek4BIAh0zAd6BAw3fzEWY4BAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBzgoBAAAAKy4IAAAAMgq4ASYJAQAAAC0uCAAAADIKuAFjBgEAAAArLggAAAAyCrgBuwQBAAAALS4cAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAALsoCnKgQMN3pOASAIdMwHegQMN38xFmOAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAcYBAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AOPMRZjgAAAoAIQCKAQAAAAABAAAAvOISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), причем ![](data:image/x-wmf;base64,183GmgAAAAAAAAANAAIBCQAAAAAQUQEACQAAA4YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIADRIAAAAmBg8AGgD/////AAAQAAAAwP///63////ADAAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3uyhmGQQAAAAtAQAACAAAADIKYAG4CwEAAABOeQgAAAAyCmABQwgBAAAATnkIAAAAMgpgARsDAQAAAE55CAAAADIKYAFLAAEAAABOeRwAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3e7KGYZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBSwkBAAAATXkcAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAKgWCnqgQMN3pOASAIdMwHegQMN3uyhmGQQAAAAtAQAABAAAAPABAQAIAAAAMgpgAYwKAQAAAD15CAAAADIKYAEkBwEAAAAreQgAAAAyCmAB7wQBAAAAK3kIAAAAMgpgAfwBAQAAACt5HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd7soZhkEAAAALQEBAAQAAADwAQAACQAAADIKYAHoBQMAAAAuLi5lHAAAAPsCQP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd7soZhkEAAAALQEAAAQAAADwAQEACAAAADIKuAEgBAEAAAAyLggAAAAyCrgBOwEBAAAAMS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAZuyhmGQAACgAhAIoBAAAAAAEAAAC84hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

С использованием новых переменных основное соотношение многошаговой схемы может быть переписано в виде

|  |  |
| --- | --- |
| , |  |

где подобласти ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHAAIBCQAAAACQWwEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABxIAAAAmBg8AGgD/////AAAQAAAAwP///63///9ABwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN35x5mEwQAAAAtAQAACAAAADIKYAHkBQEAAABNeQgAAAAyCmABBQQBAAAAaXkIAAAAMgpgAUUAAQAAAER5HAAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd+ceZhMEAAAALQEBAAQAAADwAQAACAAAADIKuAE5AQEAAABpeRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAHxgKp6BAw3ek4BIAh0zAd6BAw3fnHmYTBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABwwQBAAAAo3kIAAAAMgpgAfQCAQAAAKN5HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd+ceZhMEAAAALQEBAAQAAADwAQAACAAAADIKYAEPAgEAAAAxeQgAAAAyCmAB4wEBAAAAIHkIAAAAMgpgAZwBAQAAACx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AE+ceZhMAAAoAIQCKAQAAAAAAAAAAvOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), являются проекциями исходной области поиска *D* на подпространства, соответствующие переменным ![](data:image/x-wmf;base64,183GmgAAAAAAAEAHAAIACQAAAABRWwEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABxIAAAAmBg8AGgD/////AAAQAAAAwP///63///8ABwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACOAYADiXc3WAAXd1lxNmGAQAAAAtAQAACAAAADIKYAGxBQEAAABNeQgAAAAyCmABzgMBAAAAaXkIAAAAMgpgATAAAQAAAHV5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAjgGAA4l3N1gAF3dZcTZhgEAAAALQEBAAQAAADwAQAACAAAADIKuAHuAAEAAABpeRwAAAD7AqD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1zSsKlyifXQAI4BgAOJdzdYABd3WXE2YYBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABjgQBAAAAo3kIAAAAMgpgAbsCAQAAAKN5HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAjgGAA4l3N1gAF3dZcTZhgEAAAALQEBAAQAAADwAQAACAAAADIKYAHUAQEAAAAxeQgAAAAyCmABqAEBAAAAIHkIAAAAMgpgAWEBAQAAACx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AGJcTZhgAAAoAOACKAQAAAAAAAAAAIOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

Формулы, определяющие способ решения задачи на основе соотношений в целом совпадают с рекурсивной схемой −. Требуется лишь заменить исходные переменные ![](data:image/x-wmf;base64,183GmgAAAAAAAOAGAAIBCQAAAADwWgEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///63///+gBgAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiXhnWAAYp1vxBm1wQAAAAtAQAACAAAADIKYAGBBQEAAABOeQgAAAAyCmABrwMBAAAAaXkIAAAAMgpgAVsAAQAAAHl5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGAA4l4Z1gAGKdb8QZtcEAAAALQEBAAQAAADwAQAACAAAADIKuAH3AAEAAABpeRwAAAD7AqD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1yBAKKNDxZwAY8RgAOJeGdYABinW/EGbXBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABYQQBAAAAo3kIAAAAMgpgAaoCAQAAAKN5HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGAA4l4Z1gAGKdb8QZtcEAAAALQEBAAQAAADwAQAACAAAADIKYAHRAQEAAAAxeQgAAAAyCmABpQEBAAAAIHkIAAAAMgpgAV4BAQAAACx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A178QZtcAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), на блочные переменные ![](data:image/x-wmf;base64,183GmgAAAAAAAEAHAAIACQAAAABRWwEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJABxIAAAAmBg8AGgD/////AAAQAAAAwP///63///8ABwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiXc3WAAXd1XStmUgQAAAAtAQAACAAAADIKYAGxBQEAAABNeQgAAAAyCmABzgMBAAAAaXkIAAAAMgpgATAAAQAAAHV5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGAA4l3N1gAF3dV0rZlIEAAAALQEBAAQAAADwAQAACAAAADIKuAHuAAEAAABpeRwAAAD7AqD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB16CsKLQigXQAY8RgAOJdzdYABd3VdK2ZSBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABjgQBAAAAo3kIAAAAMgpgAbsCAQAAAKN5HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGAA4l3N1gAF3dV0rZlIEAAAALQEBAAQAAADwAQAACAAAADIKYAHUAQEAAAAxeQgAAAAyCmABqAEBAAAAIHkIAAAAMgpgAWEBAQAAACx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AUl0rZlIAAAoAOACKAQAAAAAAAAAAMPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

При этом принципиальным отличием от исходной схемы является тот факт, что в блочной схеме вложенные подзадачи

|  |  |
| --- | --- |
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являются многомерными, и для их решения может быть применен способ редукции размерности на основе кривых Пеано.

Число векторов и количество компонент в каждом векторе являются параметрами блочной многошаговой схемы и могут быть использованы для формирования подзадач с нужными свойствами. Например, если ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEoAEBCQAAAAAwWwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGABBIAAAAmBg8AGgD/////AAAQAAAAwP///83///9ABAAAbQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN31BxmQwQAAAAtAQAACAAAADIKQAEiAwEAAABOeQgAAAAyCkABQAABAAAATXkcAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAMgTCgmgQMN3pOASAIdMwHegQMN31BxmQwQAAAAtAQEABAAAAPABAAAIAAAAMgpAAfYBAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AQ9QcZkMAAAoAIQCKAQAAAAAAAAAAvOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), т.е. ![](data:image/x-wmf;base64,183GmgAAAAAAAIAJAAIACQAAAACRVQEACQAAA2EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKACRIAAAAmBg8AGgD/////AAAQAAAAwP///63///9ACQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3ARVmAgQAAAAtAQAACAAAADIKYAE4CAEAAABOeQgAAAAyCmABTgYBAAAAaXkIAAAAMgpgAeECAQAAAHl5CAAAADIKYAEwAAEAAAB1eRwAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3cBFWYCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBggMBAAAAaXkIAAAAMgq4AecAAQAAAGl5HAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACtEQqJoEDDd6TgEgCHTMB3oEDDdwEVZgIEAAAALQEAAAQAAADwAQEACAAAADIKYAEMBwEAAACjeQgAAAAyCmABPQUBAAAAo3kIAAAAMgpgAaUBAQAAAD15HAAAAPsCoP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDdwEVZgIEAAAALQEBAAQAAADwAQAACAAAADIKYAFYBAEAAAAxeQgAAAAyCmABLAQBAAAAIHkIAAAAMgpgAeUDAQAAACx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAgEVZgIAAAoAIQCKAQAAAAAAAAAAvOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), то блочная схема идентична исходной; каждая из вложенных подзадач является одномерной. А если ![](data:image/x-wmf;base64,183GmgAAAAAAAMADgAEBCQAAAABQXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///83///+AAwAATQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3mR5m3QQAAAAtAQAACAAAADIKQAHrAgEAAAAxeRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA4BUKBaBAw3ek4BIAh0zAd6BAw3eZHmbdBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkAB9gEBAAAAPXkcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3mR5m3QQAAAAtAQAABAAAAPABAQAIAAAAMgpAAUAAAQAAAE15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A3ZkeZt0AAAoAIQCKAQAAAAABAAAAvOISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), т.е. ![](data:image/x-wmf;base64,183GmgAAAAAAAAAGAAIBCQAAAAAQWgEACQAAAw0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///63////ABQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN31BxmEgQAAAAtAQAACAAAADIKYAEPBQEAAAB5eQgAAAAyCmABWAIBAAAAdXkIAAAAMgpgATAAAQAAAHV5HAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACLKQquoEDDd6TgEgCHTMB3oEDDd9QcZhIEAAAALQEBAAQAAADwAQAACAAAADIKYAHTAwEAAAA9eQgAAAAyCmABRwEBAAAAPXkcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN31BxmEgQAAAAtAQAABAAAAPABAQAIAAAAMgq4AQADAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AEtQcZhIAAAoAIQCKAQAAAAABAAAAvOISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), то решение задачи эквивалентно ее решению с использованием единственной развертки, отображающей [0,1] в *D*; вложенные подзадачи отсутствуют.

# 4. Организация параллельных вычислений

Для организации параллельных вычислений будем использовать небольшое (2-3) число уровней вложенности, при котором исходная задача большой размерности разбивается на 2-3 вложенные подзадачи меньшей размерности. Тогда, применяя в блочной рекурсивной схеме для решения вложенных подзадач параллельные характеристические методы глобальной оптимизации, мы получим параллельный алгоритм с широкой степенью вариативности. Например, можно варьировать количество процессоров на различных уровнях оптимизации (т.е. при решении подзадач по различным переменным ![](data:image/x-wmf;base64,183GmgAAAAAAAGABAAIBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgARIAAAAmBg8AGgD/////AAAQAAAAwP///63///8gAQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3WRBmngQAAAAtAQAACAAAADIKuAHlAAEAAABpeRwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3dZEGaeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABMAABAAAAdXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCeWRBmngAACgAhAIoBAAAAAAAAAAC84hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)), применять различные параллельные методы поиска на разных уровнях и т.д.

На данный момент для быстрого решения задач на графическом ускорителе реализован алгоритм перебора, строящий равномерное покрытие области поиска. Пересылки данных от CPU к GPU будут минимальные: требуется лишь передать на GPU фиксированные координаты точки испытания, и получить обратно координаты и значения найденной точки глобального минимума. Этот простой алгоритм позволяет оценить возможности данного подхода к решению многомерных задач глобальной оптимизации и применяется только для решения задач небольшой размерности (не более пяти).

Общая схема организации вычислений с использованием нескольких узлов кластера и нескольких GPU приведена на рис. 1; процессы параллельной программы будут образовывать дерево, соответствующее уровням вложенных подзадач. В соответствии с данной схемой вложенные подзадачи ![](data:image/x-wmf;base64,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) при *i*=1,…,*M*–2 решаются только с использованием CPU. Непосредственно в данных подзадачах вычислений значений оптимизируемой функции не происходит: вычисление значения функции ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGAAIBCQAAAACwWgEACQAAA28BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBhIAAAAmBg8AGgD/////AAAQAAAAwP///63///9gBgAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3mhxmpgQAAAAtAQAACAAAADIKYAH3BQEAAAApeQoAAAAyCmABBAMFAAAALC4uLiwACAAAADIKYAFsAQEAAAAoLhwAAAD7AkD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3eaHGamBAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBigIBAAAAMS4cAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3mhxmpgQAAAAtAQAABAAAAPABAQAIAAAAMgq4AY0FAQAAAGkuCAAAADIKuAECAQEAAABpLhwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3eaHGamBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB1AQBAAAAdS4IAAAAMgpgAeABAQAAAHUuHAAAAPsCoP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAACZHgo9oEDDd6TgEgCHTMB3oEDDd5ocZqYEAAAALQEAAAQAAADwAQEACAAAADIKYAEfAAEAAABqLgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAKaaHGamAAAKACEAigEAAAAAAQAAALziEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) − это решение задачи минимизации следующего уровня. Каждая подзадача решается в отдельном процессе; обмен вычисленными значениями организован с помощью MPI.

Подзадача последнего (*M*–1)-го уровня ![](data:image/x-wmf;base64,183GmgAAAAAAAMAUoAIACQAAAABxSAEACQAAA34CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoALAFBIAAAAmBg8AGgD/////AAAQAAAAwP///63///+AFAAATQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN35R1m+AQAAAAtAQAACAAAADIKYAH7EwEAAAApeQoAAAAyCmABcRAFAAAALC4uLiwACAAAADIKYAHdDgEAAAAoLgkAAAAyCmABkgoDAAAAbWluLggAAAAyCmABeAgBAAAAKWkKAAAAMgpgATsEBQAAACwuLi4sAAgAAAAyCmABpwIBAAAAKC4cAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN35R1m+AQAAAAtAQEABAAAAPABAAAIAAAAMgq4AfkPAQAAADEuCAAAADIKuAH7BwEAAAAxLggAAAAyCrgBwwMBAAAAMS4IAAAAMgq4ASoCAQAAADEuHAAAAPsCQP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFTxEgCHTMB3oEDDd+UdZvgEAAAALQEAAAQAAADwAQEACAAAADIKuAEQEwEAAABNLggAAAAyCrgB8g0BAAAATS4IAAAAMgogAs4LAQAAAEQuCAAAADIKIAJfCgEAAAB1LggAAAAyCrgB2gYBAAAATS4IAAAAMgq4AQkBAQAAAE0uHAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFTxEgCHTMB3oEDDd+UdZvgEAAAALQEBAAQAAADwAQAACAAAADIKYAFQEgEAAAB1LggAAAAyCmABUQ8BAAAAdS4IAAAAMgpgARoGAQAAAHUuCAAAADIKYAEbAwEAAAB1LhwAAAD7AoD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBU8RIAh0zAd6BAw3flHWb4BAAAAC0BAAAEAAAA8AEBAAgAAAAyClACVgwBAAAATS4IAAAAMgpQAsYKAQAAAE0uHAAAAPsCoP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABFGAptoEDDd1TxEgCHTMB3oEDDd+UdZvgEAAAALQEBAAQAAADwAQAACAAAADIKYAEIDQEAAABqLggAAAAyCmABHwABAAAAai4cAAAA+wJA/wAAAAAAAJABAAAAAgACABBTeW1ib2wAABQcCtmgQMN3VPESAIdMwHegQMN35R1m+AQAAAAtAQAABAAAAPABAQAIAAAAMgogAksLAQAAAM4uCAAAADIKuAGfBwEAAAAtLggAAAAyCrgBzgEBAAAALS4cAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAEUYCm6gQMN3VPESAIdMwHegQMN35R1m+AQAAAAtAQEABAAAAPABAAAIAAAAMgpgAUcJAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A+OUdZvgAAAoAIQCKAQAAAAAAAAAAbPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) отличается всех предыдущих подзадач – в ней происходит вычисление значений оптимизируемой функции, т.к. ![](data:image/x-wmf;base64,183GmgAAAAAAAIAPAAIACQAAAACRUwEACQAAA90BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKADxIAAAAmBg8AGgD/////AAAQAAAAwP///63///9ADwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3FBxmDAQAAAAtAQAACAAAADIKYAHWDgEAAAApeQoAAAAyCmABZQsFAAAALC4uLiwACAAAADIKYAG4CQEAAAAoLggAAAAyCmABEQcBAAAAKS4KAAAAMgpgAZEDBQAAACwuLi4sAAgAAAAyCmAB+QEBAAAAKC4cAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3FBxmDAQAAAAtAQEABAAAAPABAAAIAAAAMgq4AesKAQAAADEuCAAAADIKuAEXAwEAAAAxLhwAAAD7AkD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3cUHGYMBAAAAC0BAAAEAAAA8AEBAAgAAAAyCrgBEg4BAAAATi4IAAAAMgq4ASMGAQAAAE0uCAAAADIKuAELAQEAAABNLhwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3cUHGYMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABYA0BAAAAeS4IAAAAMgpgAVcKAQAAAHkuCAAAADIKYAFhBQEAAAB1LggAAAAyCmABbQIBAAAAdS4cAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAANQcCnqgQMN3pOASAIdMwHegQMN3FBxmDAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAcYIAQAAAGouCAAAADIKYAEfAAEAAABqLhwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAArREKaqBAw3ek4BIAh0zAd6BAw3cUHGYMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB0wcBAAAAPS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAMFBxmDAAACgAhAIoBAAAAAAAAAAC84hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). Данная подзадача целиком решается на GPU, она также выполняется в отдельном процессе.

Отметим также, что в случае невозможности эффективно реализовать процесс вычисления значения оптимизируемой функции на GPU на последнем уровне распараллеливания можно использовать ядра центрального процессора.
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**Рис. 1**. Схема организации параллельных вычислений на кластере

# 5. Результаты вычислительных экспериментов

Вычислительные эксперименты проводились на одном из узлов вычислительного кластера ННГУ им. Н.И. Лобачевского. Узел кластера располагает 2-я процессорами Intel Xeon L5630 2.13 GHz, 24 Gb RAM и двумя видео картами NVIDIA Tesla X2070. Центральный процессор является 4-х ядерным.

Рассмотренные в разделе 3 методы и их модификации реализованы в решателе ExaMin, предназначенном для параллельного решения многомерных многоэкстремальных задач глобальной оптимизации, разрабатываемом в ННГУ им. Н.И. Лобачевского. Алгоритмическую основу решателя ExaMin составляют алгоритм глобального поиска и блочная многошаговая схема редукции размерности [22]. В работах [14, 15] описан GKLS-генератор, позволяющий порождать задачи многоэкстремальной оптимизации с заранее известными свойствами: количеством локальных минимумов, размерами их областей притяжения, точкой глобального минимума, значением функции в ней и т.п.

Согласно базовому параллельному алгоритму глобального поиска испытания проводятся параллельно на CPU, в работе [21] описана реализация данного подхода на GPU. В начале рассмотрим решение задач малой размерности с помощью ПАГП работающего в многопоточном режиме на центральном процессоре и графическом ускорителе. Численное сравнение проводилось на классах функций Simple и Hard размерности 2 – 5 из [20]. Глобальный минимум *y*\* считался найденным, если алгоритм генерировал точку испытания *yk* в δ-окрестности глобального минимума, т.е. ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHgAIBCQAAAAAQWwEACQAAA5EBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKABxIAAAAmBg8AGgD/////AAAQAAAAwP///7D///9ABwAAMAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJQAHsABQAAABMCQAJ7AAUAAAAUAlAASAAFAAAAEwJAAkgABQAAABQCUAD8BAUAAAATAkAC/AQFAAAAFAJQAMkEBQAAABMCQALJBBwAAAD7AqD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAuygKu6BAw3ek4BIAh0zAd6BAw3fdG2YLBAAAAC0BAQAIAAAAMgqgAVEGAQAAAGR5HAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAADgFQpboEDDd6TgEgCHTMB3oEDDd90bZgsEAAAALQECAAQAAADwAQEACAAAADIKoAFYBQEAAACjeQgAAAAyCqABUgIBAAAALXkcAAAA+wJA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN33RtmCwQAAAAtAQEABAAAAPABAgAIAAAAMgoCATEEAQAAACp5HAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAKTgEgCHTMB3oEDDd90bZgsEAAAALQECAAQAAADwAQEACAAAADIKoAGBAwEAAAB5eQgAAAAyCqABugABAAAAeXkcAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN33RtmCwQAAAAtAQEABAAAAPABAgAIAAAAMgoCAXYBAQAAAGt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AC90bZgsAAAoAIQCKAQAAAAACAAAAvOISAAQAAAAtAQIABAAAAPABAQADAAAAAAA=). При этом размер окрестности выбирался (в соответствии с [20]) как δ = ![](data:image/x-wmf;base64,183GmgAAAAAAAOAFYAIACQAAAACRWQEACQAAA3EBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgBRIAAAAmBg8AGgD/////AAAQAAAAwP///73///+gBQAAHQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJzAHsABQAAABMCHQJ7AAUAAAAUAnMASAAFAAAAEwIdAkgABQAAABQCcwCeAwUAAAATAh0CngMFAAAAFAJzAGsDBQAAABMCHQJrAwUAAAAUAkwBygMFAAAAEwIyAfYDCAAAAPoCAAAgAAAAAAAAAAQAAAAtAQEABQAAABQCOgH2AwUAAAATArABNgQEAAAALQEAAAUAAAAUArABPgQFAAAAEwJLAJUEBQAAABQCSwCVBAUAAAATAksAnQUcAAAA+wJA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ApOASAIdMwHegQMN3zxNmrwQAAAAtAQIACAAAADIKFAHIAwEAAABOeRwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCk4BIAh0zAd6BAw3fPE2avBAAAAC0BAwAEAAAA8AECAAgAAAAyCqABnQIBAAAAYXkIAAAAMgqgAY8AAQAAAGJ5HAAAAPsCoP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAADgFQrBoEDDd6TgEgCHTMB3oEDDd88TZq8EAAAALQECAAQAAADwAQMACAAAADIKoAGsBAEAAABEeQgAAAAyCqABjgEBAAAALXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCvzxNmrwAACgAhAIoBAAAAAAMAAAC84hIABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==), здесь *N* – размерность решаемой задачи, *a* и *b* – границы области поиска *D*, параметр Δ=10-4 при *N*=2, Δ=10−6 при *N*=3, Δ=10−6 при *N*=4 и Δ=10−7 при *N*=5. При использовании метода АГП для класса Simple выбирался параметр *r*=4.5, для класса Hard − *r*=5.6; параметр построения кривой Пеано был фиксированный ![](data:image/x-wmf;base64,183GmgAAAAAAACAEoAEBCQAAAACQWwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgBBIAAAAmBg8AGgD/////AAAQAAAAwP///83////gAwAAbQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN3wR9m8AQAAAAtAQAACAAAADIKQAF9AgIAAAAxMBwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAARRgKAKBAw3dU8RIAh0zAd6BAw3fBH2bwBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABjgEBAAAAPTAcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AVPESAIdMwHegQMN3wR9m8AQAAAAtAQAABAAAAPABAQAIAAAAMgpAATsAAQAAAG0wCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A8MEfZvAAAAoAIQCKAQAAAAABAAAAbPMSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Максимально допустимое число итерацийсоставляло *Kmax* = 7 000 000. В таблице 1 приведено время работы и среднее число итераций для последовательного запуска.

Таблица . Среднее время и число итераций решения задачи на CPU

|  |  |  |  |
| --- | --- | --- | --- |
| ***N*** | **Класс** | **Время решения** | **Число итераций** |
| 2 | hard | 0.05 | 4731 |
| simple | 0.02 | 2349 |
| 3 | hard | 0.08 | 5382 |
| simple | 0.03 | 2129 |
| 4 | hard | 0.57 | 37410 |
| simple | 0.19 | 12558 |
| 5 | hard | 3.84 | 247784 |
| simple | 0.24 | 15538 |

В таблицах 2 и 3 приведено ускорение по времени, на CPU и GPU соответственно, относительно последовательного алгоритма (*p*=1).

Таблица 2. Ускорение по времени на CPU

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| ***N*** | **Класс** | ***p*=2** | ***p*=4** | ***p*=8** | ***p*=16** |
| 2 | hard | 6,50 | 0,63 | 0,90 | 1,64 |
| simple | 7,38 | 1,16 | 6,87 | 0,78 |
| 3 | hard | 1,01 | 1,12 | 1,33 | 1,29 |
| simple | 1,10 | 1,33 | 1,36 | 1,43 |
| 4 | hard | 1,32 | 1,37 | 1,61 | 1,89 |
| simple | 1,35 | 1,53 | 1,49 | 1,61 |
| 5 | hard | 1,20 | 1,29 | 2,22 | 1,75 |
| simple | 0,68 | 0,99 | 0,62 | 1,71 |

Таблица 3. Ускорение по времени на GPU

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| ***N*** | **Класс** | ***p*=128** | ***p*=256** | ***p*=512** |
| 2 | hard | 4,97 | 6,11 | 4,36 |
| simple | 4,60 | 3,37 | 2,27 |
| 3 | hard | 1,19 | 1,34 | 1,36 |
| simple | 1,06 | 1,02 | 0,76 |
| 4 | hard | 1,38 | 1,51 | 1,53 |
| simple | 1,12 | 1,60 | 1,59 |
| 5 | hard | 1,82 | 2,35 | 1,29 |
| simple | 0,66 | 1,02 | 0,83 |

Результаты экспериментов показывают незначительное ускорение при решении задач с быстро вычисляемым критерием.

Далее рассмотрим решение задач перебором реализованным на графическом ускорителе. Максимально допустимое число итерацийсоставляло *Kmax* = 30 000 000. В таблице 4 приведено ускорение перебора и число решившихся задач перебором с шагом 0.01 при *N*=2 и *N*=3, для размерности 4 и 5 при шаге 0.01 требуется более *Kmax* испытаний, поэтому вместо шага сетки 0.01 увеличен до 0.027 при *N*=4 и 0.064 при *N*=5, естественно что при малом шаге сетки решаются не все задачи. По завершению работы перебора происходит локальное уточнение методом Хука Дживса [19]. Ускорение приведены относительно последовательного АГП на центральном процессоре.

Таблица 4. Ускорение по времени и число решившихся задач

|  |  |  |  |
| --- | --- | --- | --- |
| ***N*** | **Класс** | **Ускорение** | **Решилось** |
| 2 | hard | 42.4 | 100 |
| simple | 20.8 | 100 |
| 3 | hard | 4.4 | 100 |
| simple | 1.8 | 100 |
| 4 | hard | 7.6 | 100 |
| simple | 2.6 | 100 |
| 5 | hard | 45.7 | 77 |
| simple | 3.0 | 88 |

Из таблицы видно для размерности 2, 3 и 4 за 30 000 000 испытаний решились все задачи при этом ускорение значительно лучше чем при использование параллельного вычисления только значений функции. Также поскольку время работы перебора зависит только от размерности, то ускорение на сложном классе больше чем на простом. При большом шаге сетки решаются не все задачи – локальный метод сходится к локальному минимуму.

Далее приведены результаты решения шестимерных и восьмимерных задач простого класса параметр r=4.5, Δ=10−8 при *N*=4 и Δ=10−9 при *N*=5, в соответствии с блочной рекурсивной схемой (13) было использовано два уровня подзадач с размерностями ![](data:image/x-wmf;base64,183GmgAAAAAAAOAGAAIBCQAAAADwWgEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///63///+gBgAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiX4XSAAeV0vBBmUAQAAAAtAQAACAAAADIKYAEIBgEAAAAzeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgAOJfhdIAB5XS8EGZQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBIwQBAAAAMnkIAAAAMgq4ATMBAQAAADF5HAAAAPsCoP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHQoKAo/eB9gABjxGAA4l+F0gAHldLwQZlAEAAAALQEAAAQAAADwAQEACAAAADIKYAEDBQEAAAA9eQgAAAAyCmABAgIBAAAAPXkcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiX4XSAAeV0vBBmUAQAAAAtAQEABAAAAPABAAAIAAAAMgpgASIDAQAAAE55CAAAADIKYAFLAAEAAABOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFC8EGZQAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) для шестимерной и ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHAAIBCQAAAAAQWwEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABxIAAAAmBg8AGgD/////AAAQAAAAwP///63////ABgAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiX4XSAAeV0QShm5gQAAAAtAQAACAAAADIKYAETBgEAAAA0eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgAOJfhdIAB5XRBKGbmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBIwQBAAAAMnkIAAAAMgq4ATMBAQAAADF5HAAAAPsCoP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHRLKAp92B9gABjxGAA4l+F0gAHldEEoZuYEAAAALQEAAAQAAADwAQEACAAAADIKYAEDBQEAAAA9eQgAAAAyCmABAgIBAAAAPXkcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYADiX4XSAAeV0QShm5gQAAAAtAQEABAAAAPABAAAIAAAAMgpgASIDAQAAAE55CAAAADIKYAFLAAEAAABOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAOZBKGbmAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) для восьмимерной. Максимально допустимое число итерацийсоставляло *Kmax* = 1 000 000 на каждом уровне. Шаг сетки равен 0.1. По окончанию работы основного алгоритма применяется локальное уточнение. В таблице 5 приведено среднее время решения задачи в следующих режимах:

* на CPU с использованием последовательного алгоритма глобального поиска (столбец AGP);
* в параллельном режиме с использованием блочной рекурсивной схемы редукции размерности, на каждом уровне вложенности используется один процесс, вычисления производятся на CPU (столбец В-AGP);
* в гибридном режиме с использованием блочной рекурсивной схемы редукции размерности, на каждом уровне один процесс, на втором уровне используется перебор реализованный на GPU (H-AGP).

В таблице 6 приведено ускорение относительно последовательного запуска. В скобках указано число не решившихся задач.

Таблица 5. Среднее время решения задачи большой размерности

|  |  |  |  |
| --- | --- | --- | --- |
| ***N*** | **AGP** | **B-AGP** | **H-AGP** |
| 6 | 53,5(20) | 4,4 | 1,1 |
| 8 | 72,6(19) | 78,3 | 10,7 |

Таблица 6. Ускорение по времени для решения задач большой размерности

|  |  |  |
| --- | --- | --- |
| ***N*** | **B-AGP** | **H-AGP** |
| 6 | 12,1 | 48,4 |
| 8 | 0,9 | 6,8 |

Результаты экспериментов показывают значительное ускорение при использовании перебора для задач небольшой размерности. При использовании блочной рекурсивной схемы редукции размерности решаются все задачи.

# 6. Заключение

Результаты проведенных экспериментов на серии тестовых задач разной размерности с быстро вычисляемым критерием показывают, что предложенная блочная многошаговая схема редукции размерности в сочетании с простым алгоритмом (перебором по равномерной сетке в области параметров) эффективно реализуется на современных вычислительных системах.
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Solving global optimization problems on GPU[[2]](#footnote-3)\*

K.A. Barkalov, I.G. Lebedev
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In present study an approach for solving global optimization problems is developed. This approach is based on nested optimization scheme. A modification of this scheme based on use of different algorithms on different nested levels is proposed: complex serial algorithm (on CPU) is used on upper level; simple parallel algorithm (on GPU) is used on lower level. This scheme of computations is implemented in parallel solver ExaMin. Results of numerical experiments that demonstrate speedup of the algorithm are presented.
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