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# Introduction

In industrial design optimization problems, random inaccuracies of the production process may lead to the designer’s inability to fully control the design variables. Therefore, there can be a discrepancy between the products *as designed* and *as produced* that results in actual performance being different from the performance expected at the design stage. Possible discrepancy between the design and the manufactured product becomes even more important if the latter violates some critical constraints, e.g. safety regulations.

In addition, the system’s performance may depend on parameters of random nature that are beyond the designer’s control, e.g. the operation conditions. Therefore, accounting for both of these types of uncertainties is crucial for achieving robust and reliable performance.

Optimisation under uncertainty deals with responses that depend on deterministic design variables and random ‘environmental’ variables . Uncertainty in the design variables can also be modelled by introducing additional random variables, e.g. as additive or multiplicative noise. In this case, the responses receive as input the sum (if the noise is additive), where is a random variable with a known probability distribution, yielding responses depending on and. Randomness in and induces randomness in the responses . To convert them into deterministic functions, that can be optimised, a mapping , called the *risk measure*2 or *robustness measure*3, is applied to the responses. The result is then a deterministic function of the design variables: . The choice of a particular risk measure reflects the designer's attitude towards the risk of sub-optimal performance or constraint violation. For example, can be a combination of the mean and standard deviation of with respect to the joint probability distribution of and or a quantile of the distribution of , i.e. such a value that the random variable of exceeds it with a given, typically small, probability.

Computations of the risk measures typically involve evaluation of high-dimensional integrals, which becomes a challenging task if the number of design variables and/or environmental variables is large. The problem becomes even more difficult if the original responses are computationally expensive, which is the case, for example, in computational fluid dynamics (CFD), where one function evaluation may take hours of even days. Therefore, direct computation of the risk measures using original responses becomes infeasible and therefore approximations of responses, also referred to as metamodels, need to be used.

In problems with a large (in the order of hundreds) number of design variables, the multipoint approximation method (MAM4,5,6) proved to be efficient, e.g. in turbomachinery applications7,8,9. This method is an iterative optimization technique based on mid-range approximations built in trust regions. A trust region is a sub-domain of the design space in which a set of design points, produced according to a small-scale design of experiments (DoE), are evaluated. These and a subset of previously evaluated design points are used to build metamodels of the objective and constraint functions that are considered to be valid within a current trust region. The trust region will then translate and change size as optimization progresses. The trust region strategy has gone through several stages of development to account for the presence of numerical noise in the response function values10,11 and occasional simulation failures12. The mid-range approximations used in the trust regions, as originally suggested in Ref. 4 for structural optimization problems, are intrinsically linear functions (i.e. nonlinear functions that can be led to a linear form by a simple transformation) for individual sub-structures, and assembly of them for the whole structure. This was enhanced by the use of gradient-assisted metamodels,6 use of simplified numerical models that is also termed a multi-fidelity approach,13 and the use of analytical models derived by Genetic Programming14. One of the recent developments15 involved the use of approximation assemblies, i.e. a two stage approximation building process that is conceptually similar to the original one used in Ref. 4 but is free from the limitation that lower level approximations are linked to individual substructures.

The Moving Least Squares Method (MLSM) was proposed in Ref. 16 for smoothing and interpolation of scattered data and later used in the mesh-free form of the FEM17. As suggested in Ref. 18, it can be used as a technique for metamodelling and used in MDO frameworks. The MLSM is a weighted least squares method where the weights depend on the Euclidian distance from a sample point to where the surrogate model is to be evaluated. The weight value for a certain sample point decays as the distance increases. Describing the weight decay with a Gaussian function tends to be the most useful option even though many others have been evaluated in Ref. 19. As demonstrated in Ref. 20, the cross-validated MLSM can be used both for design variable screening and for surrogate modelling. In order to create an efficient MDO framework for problems with disparate discipline attributes Ref. 21 extended the optimization approach of MAM to the use of local DOEs and MLS approximations built in different subspaces of the total design variable space corresponding to the individual disciplines. The subspaces are finally combined into the total design variable space in which the resulting MDO problem is solved.

This paper presents a new development in the Multipoint Approximation Method that makes it capable of handling problems with uncertainty in design variables as well as in additional ‘environmental’ variables. The approach relies on approximations built in the combined space of design variables and environmental variables, and subsequent application of a risk measure and optimization with respect to the deterministic design variables, all within the iterative trust-region-based framework of MAM.

# The Multipoint Approximation Method

It is useful to start with a brief description of the deterministic version of MAM. A typical formulation of a constrained optimization problem that MAM works with is as follows:
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Algorithm 1 (deterministic MAM).

1. Initialization: choose a starting point ![](data:image/x-wmf;base64,183GmgAAAAAAAGgAaABAAgAAAABRVQEACQAAA8cAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJoAGgABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbACw/////0Pv7v3+BwAAQAAAAAAAAACaDQqwBAAAAC0BAAAHAAAAIQUCAKAg6AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAACdBgpYBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAJoNCrEEAAAALQEAAAQAAADwAQEABwAAACEFAQAwADUASAAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA) and initial trust region ![](data:image/x-wmf;base64,183GmgAAAAAAADABeABAAgAAAAAZVAEACQAAA3oBAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJ4ADABBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADN/////0Pv7v3+BwAAQAAAAAAAAABOCArNBAAAAC0BAAAHAAAAIQUCAKAg+AGA/hwAAAD7AqD/AAAAAAAAkAEAAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABiAgrdBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAWwBgAAgAHAAAAPsCoP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAE4ICs4EAAAALQEAAAQAAADwAQEABwAAACEFAQBhAGAAKwAcAAAA+wLI/wAAAAAAALwCAgAAAAAAABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAYgIK3gQAAAAtAQEABAAAAPABAAAHAAAAIQUBADAANQBjABwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABOCArPBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEALABgAIsABwAAACEFAQBiAGAAswAcAAAA+wLI/wAAAAAAALwCAgAAAAAAABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAYgIK3wQAAAAtAQEABAAAAPABAAAHAAAAIQUBADAANQDnABwAAAD7AqD/AAAAAAAAkAEAAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABOCArQBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAXQBgAAoBCgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==) such that ![](data:image/x-wmf;base64,183GmgAAAAAAAPABeABAAgAAAADZVAEACQAAA/sBAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJ4APABBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbACM/////0Pv7v3+BwAAQAAAAAAAAAAXBwqMBAAAAC0BAAAHAAAAIQUCAKAg+AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAlAgqpBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAABcHCo0EAAAALQEAAAQAAADwAQEABwAAACEFAQAwADUASAAcAAAA+wKg/wAAAAAAAJABAAAAAgAAAABTeW1ib2wAqv////9D7+79/gcAAEAAAAAAAAAAJQIKqgQAAAAtAQEABAAAAPABAAAHAAAAIQUBAM4AYAB8ABwAAAD7AqD/AAAAAAAAkAEAAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAXBwqOBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAWwBgAMgAHAAAAPsCoP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAACUCCqsEAAAALQEBAAQAAADwAQAABwAAACEFAQBhAGAA6wAcAAAA+wLI/wAAAAAAALwCAgAAAAAAABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAFwcKjwQAAAAtAQAABAAAAPABAQAHAAAAIQUBADAANQAjARwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAlAgqsBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEALABgAEsBBwAAACEFAQBiAGAAcwEcAAAA+wLI/wAAAAAAALwCAgAAAAAAABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAFwcKkAQAAAAtAQAABAAAAPABAQAHAAAAIQUBADAANQCnARwAAAD7AqD/AAAAAAAAkAEAAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAlAgqtBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAXQBgAMoBCgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==).
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   1. Design of Experiments (DoE): a set of points ![](data:image/x-wmf;base64,183GmgAAAAAAAPgBgABAAgAAAAApVAEACQAAAwICAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAKAAPgBBQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADI/////0Pv7v3+BwAAQAAAAAAAAAAHCwrIBAAAAC0BAAAHAAAAIQUCAKAgAAKA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABcCwoUBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAAcLCskEAAAALQEAAAQAAADwAQEABwAAACEFAQBpAHgARAAHAAAAIQUBAGsANQBIABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbAAVAAAAAEPv7v3+BwAAQAAAAAAAAABcCwoVBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAzgBgAIAAHAAAAPsCoP8AAAAAAACQAQAAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAAcLCsoEAAAALQEAAAQAAADwAQEABwAAACEFAQBbAGAAzAAcAAAA+wKg/wAAAAAAALwCAgAAAAAAABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAXAsKFgQAAAAtAQEABAAAAPABAAAHAAAAIQUBAGEAYADvABwAAAD7Asj/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAHCwrLBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAawA1ACcBHAAAAPsCoP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAFwLChcEAAAALQEBAAQAAADwAQAABwAAACEFAQAsAGAAUwEHAAAAIQUBAGIAYAB7ARwAAAD7Asj/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAHCwrMBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAawA1AK8BHAAAAPsCoP8AAAAAAACQAQAAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAFwLChgEAAAALQEBAAQAAADwAQAABwAAACEFAQBdAGAA1gEKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA) is chosen to be used for approximation building. Responses are evaluated at the DoE points and approximations are built using the obtained values. Currently, the pool of approximation methods available in MAM consists of a metamodel assemblies15 and the moving least-squares metamodels16-19. Other metamodel types could be used as well.

Denote the approximate objective function and constraints by ![](data:image/x-wmf;base64,183GmgAAAAAAAOgAgABAAgAAAAA5VQEACQAAA3MBAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAKAAOgABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADR/////0Pv7v3+BwAAQAAAAAAAAABBAArRBAAAAC0BAAAHAAAAIQUCAKAgAAKA/hwAAAD7AqD/AAAAAAAAkAEAAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAApZwpLBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQIAmCBIACYAHAAAAPsCoP8AAAAAAACQAQIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAEEACtIEAAAALQEAAAQAAADwAQEABwAAACEFAgBGIGAAEAAcAAAA+wLI/wAAAAAAAJABAAAAAAAAABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAKWcKTAQAAAAtAQEABAAAAPABAAAHAAAAIQUBADAAeABGABwAAAD7AqD/AAAAAAAAkAEAAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABBAArTBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAKABgAGkAHAAAAPsCoP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAClnCk0EAAAALQEBAAQAAADwAQAABwAAACEFAQB4AGAAjQAcAAAA+wKg/wAAAAAAAJABAAAAAAAAABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAQQAK1AQAAAAtAQAABAAAAPABAQAHAAAAIQUBACkAYADAAAoAAAAmBg8ACgD/////AQAAAAAABAAAACcB//8DAAAAAAA=) and ![](data:image/x-wmf;base64,183GmgAAAAAAAPAAkABAAgAAAAAxVQEACQAAA3MBAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAKQAPAABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbACx/////0Pv7v3+BwAAQAAAAAAAAAC8BwqxBAAAAC0BAAAHAAAAIQUCAKAgEAKA/hwAAAD7AqD/AAAAAAAAkAEAAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAACXZQqUBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQIAmCBIACYAHAAAAPsCoP8AAAAAAACQAQIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAALwHCrIEAAAALQEAAAQAAADwAQEABwAAACEFAgBGIGAAEAAcAAAA+wLI/wAAAAAAAJABAgAAAAAAABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAl2UKlQQAAAAtAQEABAAAAPABAAAHAAAAIQUBAGoAeABSABwAAAD7AqD/AAAAAAAAkAEAAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAC8BwqzBAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAKABgAG0AHAAAAPsCoP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAJdlCpYEAAAALQEBAAQAAADwAQAABwAAACEFAQB4AGAAkQAcAAAA+wKg/wAAAAAAAJABAAAAAAAAABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAvAcKtAQAAAAtAQAABAAAAPABAQAHAAAAIQUBACkAYADEAAoAAAAmBg8ACgD/////AQAAAAAABAAAACcB//8DAAAAAAA=), respectively.

* 1. The original optimization problem (1) is replaced by the following problem:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAPAAYACQAAAADxVwEACQAAA8oCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAbgDxIAAAAmBg8AGgD/////AAAQAAAAwP///6f///+gDwAApwUAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAEcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7kbCs8AAAoAAAAAAAQAAAAtAQAACAAAADIKFwUeDgEAAABNAAgAAAAyChcFmgkBAAAAankIAAAAMgoXBZICAQAAAEZ5CAAAADIKwQEcBAEAAABGeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////1QYKWgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCncFigMBAAAAankIAAAAMgq1AvECAQAAAGJ5CAAAADIKtQLCAQEAAAB4eQgAAAAyCrUCPQABAAAAYXkcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///7kbCtAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgrtAiMCAQAAAGl5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////VBgpbAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKFwUODAUAAAAsLi4uLAAIAAAAMgoXBXILAQAAADEuCQAAADIKFwU4CAMAAAAgICAuCAAAADIKFwXqBwEAAAAsAAgAAAAyChcFTgcBAAAAMSAIAAAAMgoXBXYFAQAAACkgCAAAADIKFwX8AwEAAAAoIAgAAAAyCi0EyAIBAAAAfiAIAAAAMgoXBcwBAgAAACAgCQAAADIKFwUuAAQAAABzLnQuCAAAADIKwQH5BgEAAAApLggAAAAyCsEBfwUBAAAAKC4IAAAAMgrXAFIEAQAAAH4uCQAAADIKwQHeAAMAAABtaW4uHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9oFAoeAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKIQLnBAEAAAAwaRwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////1QYKXAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyClECbgMBAAAAawAIAAAAMgrtAlYDAQAAAGlpCAAAADIKUQK9AAEAAABrAAgAAAAyCu0CrAABAAAAaWkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAHCK5HTOzDFp/v///2gUCh8AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgoXBW4KAQAAAD1pCAAAADIKFwVKBgEAAACjaRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAcIrkdM7MMWn+////1QYKXQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCrUCcgIBAAAAo2kIAAAAMgq1AjIBAQAAAKNpHAAAAPsCgP4AAAAAAAC8AgEAAAAEAgAQVGltZXMAGABwiuR0zswxaf7///9oFAogAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKFwWkBAEAAAB4aQgAAAAyCsEBJwYBAAAAeGkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQB0LACKBQAACgAGAAAALACKBQEAAADU7xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) (2)

The approximate problem (2) is solved using Sequential Quadratic Programming (SQP) and the solution of this problem ![](data:image/x-wmf;base64,183GmgAAAAAAALgAaABAAgAAAACBVQEACQAAA9UAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJoALgABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADe/////0Pv7v3+BwAAQAAAAAAAAABBAAreBAAAAC0BAAAHAAAAIQUCAKAg6AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADCYQpRBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAEEACt8EAAAALQEAAAQAAADwAQEABwAAACEFAQBrADUASAAHAAAAIQUBACsANQBsAAcAAAAhBQEAMQA1AJQACgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==) determines the centre of the next trust region.

* 1. The size of the next trust region is determined depending on the quality of approximations at the previous iteration, on the history of the points ![](data:image/x-wmf;base64,183GmgAAAAAAAHAAaABAAgAAAABJVQEACQAAA8cAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJoAHAABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADm/////0Pv7v3+BwAAQAAAAAAAAABiAgrmBAAAAC0BAAAHAAAAIQUCAKAg6AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADqAQreBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAGICCucEAAAALQEAAAQAAADwAQEABwAAACEFAQBrADUASAAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA), and on the size of the current trust region10.
  2. The termination criterion is checked (it is a part of the trust region strategy and depends on the position of the point ![](data:image/x-wmf;base64,183GmgAAAAAAALgAaABAAgAAAACBVQEACQAAA9UAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJoALgABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADe/////0Pv7v3+BwAAQAAAAAAAAABBAAreBAAAAC0BAAAHAAAAIQUCAKAg6AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADCYQpRBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAEEACt8EAAAALQEAAAQAAADwAQEABwAAACEFAQBrADUASAAHAAAAIQUBACsANQBsAAcAAAAhBQEAMQA1AJQACgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==)in the current trust region, the size of the current trust region and the quality of approximations). If the termination criterion is satisfied, the algorithm proceeds to step 3. Otherwise, it returns to step 2.

1. Optimization terminates. The obtained approximation to the solution of the problem (1) is ![](data:image/x-wmf;base64,183GmgAAAAAAALgAaABAAgAAAACBVQEACQAAA9UAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJoALgABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADe/////0Pv7v3+BwAAQAAAAAAAAABBAAreBAAAAC0BAAAHAAAAIQUCAKAg6AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADCYQpRBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAEEACt8EAAAALQEAAAQAAADwAQEABwAAACEFAQBrADUASAAHAAAAIQUBACsANQBsAAcAAAAhBQEAMQA1AJQACgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==).

# Optimization Under Uncertainty

The presence of uncertainties in the responses requires certain reformulations in the problem statement (1). Informally, the optimization problem with uncertainty can be written as follows:

![](data:image/x-wmf;base64,183GmgAAAAAAAMATQAUBCQAAAACQSAEACQAAA74CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAXAExIAAAAmBg8AGgD/////AAAQAAAAwP///7v///+AEwAA+wQAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAEcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1tjRmzAQAAAAtAQAACAAAADIKawQgEwEAAAAseQoAAAAyCmsEmQ8FAAAALC4uLiwACAAAADIKawT9DgEAAAAxLgkAAAAyCmsEzQsDAAAAICAgLggAAAAyCmsEfwsBAAAALCAIAAAAMgprBOMKAQAAADEgCAAAADIKawQVCQEAAAApIAgAAAAyCmsEDgQBAAAAKCAIAAAAMgprBMwBAgAAACAgCQAAADIKawQuAAQAAABzLnQuCAAAADIKawEWCgEAAAApLggAAAAyCmsBDwUBAAAAKC4JAAAAMgprAZ4AAwAAAG1pbi4cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1tjRmzAQAAAAtAQEABAAAAPABAAAIAAAAMgrLAW4EAQAAADBpHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlDx1gAFAdbY0ZswEAAAALQEAAAQAAADwAQEACAAAADIKawSmEQEAAABNaQgAAAAyCmsELw0BAAAAamkIAAAAMgprBJICAQAAAEZpCAAAADIKawGaAwEAAABGaRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQ8dYABQHW2NGbMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCssEkwMBAAAAamkIAAAAMgpLArICAQAAAGJpCAAAADIKSwKHAQEAAAB4aQgAAAAyCksCPQABAAAAYWkcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1tjRmzAQAAAAtAQAABAAAAPABAQAIAAAAMgqDAhYDAQAAAGlpCAAAADIKgwLnAQEAAABpaQgAAAAyCoMCqwABAAAAaWkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAddYiCpvANpMAGPEYANiUPHWAAUB1tjRmzAQAAAAtAQEABAAAAPABAAAIAAAAMgprBP4NAQAAAD1pCAAAADIKawTkCQEAAACjaQgAAAAyCmsExAUBAAAAK2kIAAAAMgprAcUGAQAAACtpHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHUPQwps4DaTABjxGADYlDx1gAFAdbY0ZswEAAAALQEAAAQAAADwAQEACAAAADIKSwI0AgEAAACjaQgAAAAyCksC+AABAAAAo2kcAAAA+wKA/gAAAAAAALwCAQAAAAQCABBUaW1lcwBAddYiCpzANpMAGPEYANiUPHWAAUB1tjRmzAQAAAAtAQEABAAAAPABAAAIAAAAMgprBFsIAQAAAHlpCAAAADIKawTeBgIAAAB1LAgAAAAyCmsEtgQBAAAAeCwIAAAAMgprAVwJAQAAAHksCAAAADIKawHfBwIAAAB1LAgAAAAyCmsBtwUBAAAAeCwKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDMtjRmzAAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) (3)

where the random variable represents (additive) noise in the design variables and is the environmental variable, representing input to the responses that cannot be influenced by the designer. This problem statement is not precise since the random responses cannot be directly optimized. Therefore, a risk measure needs to be applied to the objective and the constraints:

![](data:image/x-wmf;base64,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) (4)

where the subscript in indicates that the variables and **‘**collapse’ when the risk measure is applied and the result only depends on . The choices of risk measure will be discussed in Section IV. Here the changes in the Algorithm 1 that are necessary to solve the problem (4) are discussed.

First, it needs to be decided on whether to build metamodels for the risk measure![](data:image/x-wmf;base64,183GmgAAAAAAAGAHYAIBCQAAAAAQWwEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1Ulhm3AQAAAAtAQAACAAAADIKgAGUBgEAAAApeQgAAAAyCoABnAQCAAAAKSgIAAAAMgqAAZICAQAAACgoHAAAAPsCgP4AAAAAAAC8AgEAAAAEAgAQVGltZXMAQHUmJAqO2B5YABjxGADYlDx1gAFAdVJYZtwEAAAALQEBAAQAAADwAQAACAAAADIKgAHCBQEAAAB4KBwAAAD7AiD/AAAAAAAAvAIBAAAABAIAEFRpbWVzAEB10gwK4PgeWAAY8RgA2JQ8dYABQHVSWGbcBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB+QEBAAAAeSgIAAAAMgrgAS0BAgAAAHUsHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlDx1gAFAdVJYZtwEAAAALQEBAAQAAADwAQAACAAAADIK4AElBAEAAABqLBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQ8dYABQHVSWGbcBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABKAMBAAAARiwIAAAAMgqAAUYAAQAAAFIsCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A3FJYZtwAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) or for the original responses . The first option may seem attractive due to the simplicity of its implementation in Algorithm 1 but the deciding argument has to be that of the computational cost associated with the evaluation of either function. On the one hand, one evaluation of the function ![](data:image/x-wmf;base64,183GmgAAAAAAAGAHYAIBCQAAAAAQWwEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1Ulhm3AQAAAAtAQAACAAAADIKgAGUBgEAAAApeQgAAAAyCoABnAQCAAAAKSgIAAAAMgqAAZICAQAAACgoHAAAAPsCgP4AAAAAAAC8AgEAAAAEAgAQVGltZXMAQHUmJAqO2B5YABjxGADYlDx1gAFAdVJYZtwEAAAALQEBAAQAAADwAQAACAAAADIKgAHCBQEAAAB4KBwAAAD7AiD/AAAAAAAAvAIBAAAABAIAEFRpbWVzAEB10gwK4PgeWAAY8RgA2JQ8dYABQHVSWGbcBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB+QEBAAAAeSgIAAAAMgrgAS0BAgAAAHUsHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlDx1gAFAdVJYZtwEAAAALQEBAAQAAADwAQAACAAAADIK4AElBAEAAABqLBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQ8dYABQHVSWGbcBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABKAMBAAAARiwIAAAAMgqAAUYAAQAAAFIsCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A3FJYZtwAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)involves computing one or several integrals of the original response over the distribution of and, which requires many evaluations of the original response. On the other hand, the dimensionality of the argument of ![](data:image/x-wmf;base64,183GmgAAAAAAAGAHYAIBCQAAAAAQWwEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBwAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1Ulhm3AQAAAAtAQAACAAAADIKgAGUBgEAAAApeQgAAAAyCoABnAQCAAAAKSgIAAAAMgqAAZICAQAAACgoHAAAAPsCgP4AAAAAAAC8AgEAAAAEAgAQVGltZXMAQHUmJAqO2B5YABjxGADYlDx1gAFAdVJYZtwEAAAALQEBAAQAAADwAQAACAAAADIKgAHCBQEAAAB4KBwAAAD7AiD/AAAAAAAAvAIBAAAABAIAEFRpbWVzAEB10gwK4PgeWAAY8RgA2JQ8dYABQHVSWGbcBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB+QEBAAAAeSgIAAAAMgrgAS0BAgAAAHUsHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlDx1gAFAdVJYZtwEAAAALQEBAAQAAADwAQAACAAAADIK4AElBAEAAABqLBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQ8dYABQHVSWGbcBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABKAMBAAAARiwIAAAAMgqAAUYAAQAAAFIsCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A3FJYZtwAAAoAOACKAQAAAAABAAAAMPMYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) is less than that of the argument of , therefore, in principle, fewer function evaluations are needed to approximate the former than the latter. In practice, this may be a matter of a trade-off between the two abovementioned effects that depends on the proportion between the numbers of design variables and the environmental variables and on the complexity of the integration method and metamodeling method used. If the number if design variables is significantly larger than the number of environmental variables, which is often the case and which is assumed in this paper, building metamodels for the original responses is preferred.

This choice requires some changes in the MAM algorithm, since metamodels are now built in a larger space than the one where optimisation is performed in. The changes are summarised below.

Algorithm 2 (MAM under uncertainty).

1. Initialization: choose a starting point . Choose an initial trust region in the combined space of design variables and environmental variables. Ensure that the initial guess belongs to the projection of the initial trust region onto the subspace of design variables. The projection of the initial trust region onto the subspace of environmental variables must cover the region where the realisations of the random variable **y** are likely to be. The coordinates of the trust region corresponding to the environmental variables will not be changed in the course of optimisation. Typically, the trust region along the coordinates corresponding to the *i*-th environmental variable is centred at the mean of the *i*-th environmental variable and has the width of six of its standard deviations.
2. At the *k*-th iteration the current approximation to the constrained minimum is ![](data:image/x-wmf;base64,183GmgAAAAAAAHAAaABAAgAAAABJVQEACQAAA8cAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJoAHAABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADm/////0Pv7v3+BwAAQAAAAAAAAABiAgrmBAAAAC0BAAAHAAAAIQUCAKAg6AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADqAQreBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAGICCucEAAAALQEAAAQAAADwAQEABwAAACEFAQBrADUASAAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA), the current trust region is ![](data:image/x-wmf;base64,183GmgAAAAAAAAAFQAIACQAAAABRWQEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABAAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUPHWAAUB15xxmhAQAAAAtAQAACAAAADIKoAFMBAEAAABdeQgAAAAyCqABHAABAAAAW3kcAAAA+wIg/wAAAAAAALwCAQAAAAQCABBUaW1lcwBAdbIoCsZQ1mEAwPAYANiUPHWAAUB15xxmhAQAAAAtAQEABAAAAPABAAAIAAAAMgr0AJ0DAQAAAGt5CAAAADIK9ACDAQEAAABreRwAAAD7AoD+AAAAAAAAvAIBAAAABAIAEFRpbWVzAEB1PlkKnnDWYQDA8BgA2JQ8dYABQHXnHGaEBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABxgIBAAAAYnkIAAAAMgqgAUoCAQAAACx5CAAAADIKoAGgAAEAAABheQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAITnHGaEAAAKADgAigEAAAAAAQAAANjyGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA).
   1. Design of Experiments (DoE): a set of points ![](data:image/x-wmf;base64,183GmgAAAAAAACALYAIBCQAAAABQVwEACQAAA4EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgCxIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gCgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1ZGZmgQQAAAAtAQAACAAAADIKoAGACgEAAABdeQgAAAAyCqABUgYBAAAAW3kIAAAAMgqgAXMEAQAAACl5CAAAADIKoAE3AgEAAAAseRwAAAD7AiD/AAAAAAAAvAIBAAAABAIAEFRpbWVzAEB1KQIKQLDYYQAY8RgA2JQ8dYABQHVkZmaBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQA0gkBAAAAa3kIAAAAMgr0ALkHAQAAAGt5CAAAADIK9ADFAwEAAABreQgAAAAyCgACsQMBAAAAaXkIAAAAMgr0AI8BAQAAAGt5CAAAADIKAAJ7AQEAAABpeRwAAAD7AoD+AAAAAAAAvAIBAAAABAIAEFRpbWVzAEB1DjIKELAuXwAY8RgA2JQ8dYABQHVkZmaBBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB+wgBAAAAYnkIAAAAMgqgAX8IAQAAACx5CAAAADIKoAHWBgEAAABheQgAAAAyCqAB+wIBAAAAeXkIAAAAMgqgAS4AAgAAACh4HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHUpAgpEsNhhABjxGADYlDx1gAFAdWRmZoEEAAAALQEBAAQAAADwAQAACAAAADIKoAEnBQEAAADOeAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAIFkZmaBAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) is chosen that will be used to build approximations. Responses are evaluated at the DoE points and approximations are built using the obtained values.

Denote the approximate objective function and constraints by ![](data:image/x-wmf;base64,183GmgAAAAAAAEAFgAIBCQAAAADQWQEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///6f///8ABQAAJwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1BxtmiwQAAAAtAQAACAAAADIKwAGGBAEAAAApeQgAAAAyCsABswEBAAAAKHkIAAAAMgrXAHsAAQAAAH55HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlDx1gAFAdQcbZosEAAAALQEBAAQAAADwAQAACAAAADIKIAIWAQEAAAAweRwAAAD7AoD+AAAAAAAAvAIBAAAABAIAEFRpbWVzAEB1xBgKUDDHVwAY8RgA2JQ8dYABQHUHG2aLBAAAAC0BAAAEAAAA8AEBAAgAAAAyCsABzQMBAAAAeXkIAAAAMgrAAVsCAgAAAHgsHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlDx1gAFAdQcbZosEAAAALQEBAAQAAADwAQAACAAAADIKwAFGAAEAAABGLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAIsHG2aLAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA) and ![](data:image/x-wmf;base64,183GmgAAAAAAAEAFoAICCQAAAADzWQEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///6f///8ABQAARwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1yxhmEQQAAAAtAQAACAAAADIKwAGNBAEAAAApeQgAAAAyCsABugEBAAAAKHkIAAAAMgrXAHsAAQAAAH55HAAAAPsCgP4AAAAAAAC8AgEAAAAEAgAQVGltZXMAQHV2EQrzEMdXABjxGADYlDx1gAFAdcsYZhEEAAAALQEBAAQAAADwAQAACAAAADIKwAHUAwEAAAB5eQgAAAAyCsABYgICAAAAeCwcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUPHWAAUB1yxhmEQQAAAAtAQAABAAAAPABAQAIAAAAMgogAkMBAQAAAGosHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlDx1gAFAdcsYZhEEAAAALQEBAAQAAADwAQAACAAAADIKwAFGAAEAAABGLAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABHLGGYRAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA), respectively.

* 1. The original optimization problem is replaced by the following problem:

![](data:image/x-wmf;base64,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) (5)

The risk measures are calculated using the metamodels obtained in the previous step. Integrals that arise during this process are calculated with respect to the joint distribution ofand. This distribution is assumed to be fixed.

The approximate problem (5) is solved using Sequential Quadratic Programming (SQP) and the centre of the next trust region ![](data:image/x-wmf;base64,183GmgAAAAAAALgAaABAAgAAAACBVQEACQAAA9UAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJoALgABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADe/////0Pv7v3+BwAAQAAAAAAAAABBAAreBAAAAC0BAAAHAAAAIQUCAKAg6AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADCYQpRBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAEEACt8EAAAALQEAAAQAAADwAQEABwAAACEFAQBrADUASAAHAAAAIQUBACsANQBsAAcAAAAhBQEAMQA1AJQACgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==) is determined as the solution of this problem. The optimisation runs in a subspace of the space where metamodels are built: metamodels are defined in the combined space of design variables and environmental variables, whilst optimisation runs in the subspace of the design variables.

* 1. The trust region is updated. The size of the trust region along the dimensions corresponding to the environmental variables is unchanged. The size of the next trust region along the dimensions corresponding to the design variables is determined depending on the quality of approximations at the previous iteration, on the history of the points ![](data:image/x-wmf;base64,183GmgAAAAAAAHAAaABAAgAAAABJVQEACQAAA8cAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJoAHAABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADm/////0Pv7v3+BwAAQAAAAAAAAABiAgrmBAAAAC0BAAAHAAAAIQUCAKAg6AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADqAQreBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAGICCucEAAAALQEAAAQAAADwAQEABwAAACEFAQBrADUASAAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA), and on the size of the current trust region according to the trust region strategy explained in Ref. 10.
  2. The termination criterion is checked. If the termination criterion is satisfied, the algorithm proceeds to step 3. Otherwise, it returns to step 2.

1. Optimization terminates. The obtained approximation to the optimum is ![](data:image/x-wmf;base64,183GmgAAAAAAALgAaABAAgAAAACBVQEACQAAA9UAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAJoALgABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AqD/AAAAAAAAkAEAAAACAAAAAFN5bWJvbADe/////0Pv7v3+BwAAQAAAAAAAAABBAAreBAAAAC0BAAAHAAAAIQUCAKAg6AGA/hwAAAD7AqD/AAAAAAAAvAICAAAAAAAAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADCYQpRBAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAeABgABAAHAAAAPsCyP8AAAAAAAC8AgIAAAAAAAAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAEEACt8EAAAALQEAAAQAAADwAQEABwAAACEFAQBrADUASAAHAAAAIQUBACsANQBsAAcAAAAhBQEAMQA1AJQACgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==).

Summarising, the key changes introduced to account for uncertainties are (i) metamodels built in the combined space of design variables and environmental variables; (ii) optimisation performed in a subspace of the space where metamodels are defined; (iii) additive noise in the design variables; (iv) application of risk measures to transform random responses into deterministic functions.

# Risk Measures

As it has been already said, a risk measure is a mapping that transforms a random response into a deterministic function that can be optimized. Next we provide some examples of risk measures2,3.

• *R*(*F*)=μ(*F*), where μ(*F*) is the mean of *F*. This choice corresponds to optimising average performance of the system. In typical engineering applications, however, this is not sufficient and more conservative risk measures need to be chosen.

• *R*(*F*)=sup(*F*). This is the most conservative case, in which one is concerned with the worst case performance of the system. The expression sup(*F*) stands for the least of all values that are greater than the random response *F* with probability 1. If the support of the probability density function (PDF) of *F* is not compact (i.e. *F* can take arbitrary large values with non-zero probability) than sup(*F*) will be infinite.

• *R*(*F*)=μ(*F*)+*k*σ(*F*), where σ(*F*) is the standard deviation of *F* and *k*>0 is a constant. This risk measure is sometimes referred to as the safety margin. Optimisation using this risk measure is referred to as *robust design optimisation*22,23,24 and reflects the paradigms of a ‘3σ-design’, a ‘6σ-design’, etc.

• , where is the value of the quantile function, or simply the quantile, corresponding to a given probability α∈(0,1). This choice corresponds to the paradigm of *reliability-based design optimization*25,23,26. In this approach, one wants to keep the probability of the system *failing* (i.e. violating the constraint or underperforming, depending on the context) below a given threshold. The value 1−α is the desired probability of failure. Although rather intuitive, this choice has known computational issues which are discussed by Rockafellar and Royset27.

For this study, we chose as risk measure the safety margin *R*(*F*)=μ(*F*)+*k*σ(*F*), aiming at covering both robust design optimisation and reliability design optimisation. Let us briefly discuss its computation.

To compute the safety margin risk measure, one needs to compute two integrals:

The dimension of these integrals is . To compute them efficiently, methods of high-dimensional integration must be employed. Here, quasi-Monte-Carlo integration30 based on Niederreiter sequences31 is used.

# Numerical Example

The example considered in this study is a classical engineering optimisation problem known as the scalable cantilevered beam34. The engineering object to be optimised is shown in Fig. 2 taken from Ref. 34.
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**Figure 2**. The cantilevered beam

The design variables are the widths and heights of the segments. The number of segments can be chosen abitrary. The total length of the beam is 500 cm, the lenghths of the segments are cm. There are N geometric constraints (the aspect ratios of each block (i.e. heights divided by widths) should not exceed 20) and N constraints on the stress, calculated at the left end of each segment (stresses should not exceed   ). There is also also a constraint on the displacement at the tip, which should not exceed 2.5 cm. The load is P = 50 000 N, the Young's modulus is .

The deflection at the right hand of the i-th segment is given by the following recursive formulas:

The moment of inertia of a segment is and the bending moment at the left end is . The maximum bending stress in the segment *i* is then given by the following formula:

We are looking for a design with smallest volume . The widths vary from 1.0 to 10.0 cm and the heights from 5.0 to 100.0 cm. The optimisation problem is formulated as follows:

With N=50 segments (corresponding to 100 design variables) the SQP solution of this problem is V = 63704.598 . MAM obtained the solution V = 63935.360 , using 1500 function evaluations (as compared to almost 8000 evaluations used by SQP). The number of points in a trust region used to build approximations was 150. The solution obtained by MAM is very close to the reference solution obtained by SQP, except for the last design variable (the height of the last segment), which indicates that the problem is insensitive to this variable near the optimum, making it hard for the metamodels to capture this dependence. Both SQP and MAM solutions are, however, feasible and differ only slightly in the value of the objective function.

Now let us add uncertainty to the problem, adding Gaussian noise with zero mean and variance 0.1 to each design variable. Using the μ(*F*) + *k*σ(*F*) risk measure, we obtain the following problem statement:

The notation was used to denote the variance of a response, but it also stands for the maximum bending stresses , resulting in somewhat confusing notation . Hopefully, this explanation eliminates the confusion. Optimising *μ*(F) + *k*σ(F) with *k* = 3.0 using SQP on original functions, we obtain the value of the deterministic objective (volume of the structure) at the robust optimum V = 67598.049 To compute μ(F) and σ(F) at each iteration, 1000 points were used. Multiplied by the number of evaluations of the robust objective μ(F) + kσ(F) (approximately 8000), we get a rough estimate of of the total number of points that SQP used to find this solution.

Solving the same problem using the new version of MAM suitable for problems with uncertainty, we obtain the value of the deterministic objective (volume of the structure) at the robust optimum V = 67799.335 To obtain this result, MAM again used 150 points per trust region to build metamodels, which resulted in a total of 1500 function evaluations, which is orders of magnitude smaller than the number of points required if no metamodels are used.

The μ(*F* ) + *k*σ(*F* ) risk measure uses quantities that are estimated in the middle of the distribution – the mean and the standard deviation. On the one hand, this has the advantage that samples drawn directly from the distribution of the random variables and are well suited to approximately compute this risk measure. On the other hand, probabilistic interpretation of the obtained results in this case is only possible under the normality assumption for the distribution of *F*; if the actual distribution of *F* has heavier tails than the normal one, the actual probability of failure will be higher than the one the system was designed for.

# Conclusion

Recent developments in the Multipoint Approximation Method made it capable of solving large scale problems with uncertainty in parameters modelled as additional (‘environmental’) random variables and uncertainty in the design variables modelled as additive noise. The approach taken combines metamodels built in the combined space of design variables and environmental variables, application of risk measures that map random responses to deterministic functions, and optimisation in a subspace of the space where metamodels are defined, all within the iterative and trust-region-based framework of MAM. Performance is demonstrated on a benchmark example of structural optimisation known as the scalable cantilevered beam.
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