Parallel Computing for Time-Consuming Multicriterial Optimization Problems

Victor Gergel, Evgeny Kozinov

Lobachevski National Research University   
of Nizhnii Novgorod

[gergel@unn.ru](mailto:gergel@unn.ru), evgeny.kozinov@itmm.unn.ru

**Abstract.** In the present paper, an efficient method for parallel solving the time-consuming multicriterial optimization problems, where the optimality criteria can be multiextremal, and the computation of the criteria values can require a large amount of computations, is proposed. The proposed scheme of parallel computations allows obtaining several efficient solutions of a multicriterial problem. During performing the computations, the maximal use of the whole search information is provided. The results of the numerical experiments have demonstrated such an approach to allow reducing the computational costs of solving the multicriterial optimization problems essentially – several tens and hundred times.
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1. Introduction

The statements of the multicriterial optimization (MCO) problems belong to the most general models of the decision making problems. A general state of the art in the field of multicriterial optimization is presented in the monographs [2-,19], the reviews of the scientific and practical results are given in [,-,].

At the same time, the MCO problems are the most complicated ones. As a rule, the solving of the MCO problems is reduced to finding some compromised solutions, which obtaining the best values with respect to particular partial criteria is coordinated in.

The necessity to find several efficient solutions increases the computational complexity of solving the MCO problems essentially. In such conditions, finding even a single compromised solution requires a large amount of computations whereas the finding of several efficient solutions (or of the whole Pareto set) becomes a problem of high computation complexity. Addressing this problem becomes possible at the maximum utilization of huge computational capabilities of high-performance systems. And, besides, full utilization of the whole search information obtained in the course of computations is necessary for efficient computations.

Further structure of the paper is as follows. In Section 2, the multicriterial optimization problem statement is given. In Section 3, a scheme of parallel computations for the simultaneous solving of a set of multicriterial global optimization problems is proposed. In Section 4, a parallel algorithm of multicriterial global search for high performance computing systems is presented. Section 5 presents the results of numerical experiments. In Conclusion, the obtained results are discussed and main directions of further investigations are outlined.

1. Multicriterial Optimization Problem Statement

The problem of multicriterial (or multi-objective) optimization (MCO) can be defined as follows:

|  |  |
| --- | --- |
| , | (1) |

where is a vector of varied parameters, *N* is the dimensionality of the problem being solved, and *D* is the search domain being an *N*-dimensional hyperparallelepiped

at given boundary vectors *a* and *b*. Without a loss in generality, the partial criteria values in problem (1) are supposed to be non-negative, and the decrease of these ones corresponds to the increase of the efficiency of the considered solutions *.* It is also supposed that the partial criteria *fi*(*y*), 1≤*i*≤*s* satisfy the Lipschitz condition

|  |  |
| --- | --- |
| , *.* | (2) |

where , are the Lipschitz constants for the corresponding partial criteria , , and ![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAICCQAAAAATXQEACQAAA9EAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAH4ABQAAABMCJgJ+AAUAAAAUAloASAAFAAAAEwImAkgABQAAABQCWgAeAQUAAAATAiYCHgEFAAAAFAJaAOgABQAAABMCJgLoABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////Mh4K4wAACgAAAAAABAAAAC0BAQAIAAAAMgqgAYYAAQAAAC4eCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AACEAigIAAAoAPB5m8SEAigL/////YOwZAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) denotes the norm in space.

As a solution of the MCO problem, any efficient solution (*a partial solution*) is considered. In the general case, in solving a MCO problem, it is necessary to find the whole set of Pareto-optimal solutions (*a full solution of a MCO problem*).

In the present work, the MCO problems are considered in the context of the most complicated problems of decision making, where the partial criteria , can be multiextremal, and the obtaining of the criteria values at the points of the search domain can require a considerable amount of computations. In the paper, it is proposed to use the minimax convolution of partial criteria, according to which the solving of the problem (1) is reduced to the solving of a family of the global optimization problems:

|  |  |
| --- | --- |
| , | (3) |
| *s*, |

where is a small positive number (the last term in the expression for allows obtaining the Pareto optimal solutions at the appropriate value of coefficient – see, for example, [22, 23]). It is worth noting that the integrated scalar criterion also satisfies the Lipschitz condition

|  |  |
| --- | --- |
| *.* | (4) |

1. Parallel Computations in the Multicriterial Global Optimization Problems

The scalarization of the vector criterion allows reducing the solving of the MCO problem (1) to solving a series of the multiextremal problems (3). And, therefore, the problem of development of the methods for solving the MCO problems is resolved by the possibility of a wide use of the efficient parallel global search algorithms.

The proposed approach of parallel computations for solving time consuming global search problems is based on the following main statements:

* The parallelism of the performed computations is provided by means of simultaneous computing the values of the partial criteria , at several different points of the search domain . Such an approach provides the parallelization of the most computation costly part of the global search processes and is a general one – it can be applied for many global search methods for various global optimization problems.
* The parallel computations of the partial criteria values , is provided by means of the simultaneous solving of several global optimization problems (3) for various values of the coefficients , . For solving the problems of the family (3), a set of computational nodes of the high performance systems with distributed memory can be applied.
* In the course of parallel computations, the results of computations are interchanged between all employed processors because of the information compatibility of the global optimization problems of the family (3).

Below, these statements will be considered in more details.

* 1. Structure of the Global Search Information

The numerical solving of the optimization problems consists usually in a sequential computing the values of the partial criteria at the points of the search domain . The search information obtained as a result of computations can be represented in the form of the *Set of the Search Information* (SSI):

|  |  |
| --- | --- |
| . | (5) |

The availability of SSI allows reducing the results of the previous computations to the values of any next optimization problem (3) being solved without any time-consuming computations of the partial criteria values , from (1) for new values of the convolution coefficients , i. e.

|  |  |
| --- | --- |
| . | (6) |

And, this way, all the search information in full amount can be employed for continuing the computations. In general, the reuse of the search information will require less and less computations for solving every next optimization problem down to the execution of several iterations only to find the next efficient solution.

* 1. General Scheme of Parallel Computations

As it has been already mentioned above, when solving a multicriterial optimization problem (1), in order to find several different efficient solutions, solving a series of scalar problems (3) with various values of the coefficients of the minimax convolution of the partial criteria may be required

|  |  |
| --- | --- |
|  | (7) |

The problems of the family can be solved sequentially, various global optimization methods can be used for solving the problems. On the other hand, these problems can be solved simultaneously with the use of several processors as well. At that, it is important to note that the obtained family of the one-dimensional problems is an information-linked one – the values of the optimized functions computed for any problem , can be reduced to the values of all the rest problems of the family without the time-consuming recalculations of the partial criteria values , according to (6).

The information compatibility of the problems from the family (7) allows proposing the following method of parallel computations. The solving of each particular problem can be performed on a separate processor of the computing system; the exchange of the obtained search information between the processors should be performed in the course of computations.

As a result of the use of such a parallelization approach, a unified approach to the parallel computations for the multiprocessor computing systems with the distributed memory can be developed. The general scheme of the parallel computations consists in the following.

1. The family of the one-dimensional reduced information-linked problems from (7) is distributed among the processors of the computing system. A single problem from the family as well as several ones can be allocated to each particular processor.
2. For solving the selected problems from the family (7), the algorithm of global search updated by the following rules of the information interaction is applied on each processor:
   1. Prior to the beginning of a new global optimization iteration, for any problem , at any point , this point *y* should be transferred to all employed processors in order to exclude the repeated computation of the particular criteria values , at this point. In order to organize the data transfer, a queue for receiving the transferred points and the partial criteria values at these points can be organized at each computational node.
   2. Upon completing the iteration for any problem , at any point , the point together with the particular criteria values , computed at this point should be transferred to all employed processors.
   3. Prior to beginning the next global search iteration, the algorithm should check the queue of the received messages; if there are any data in this queue, the received information should be included into the search information from (5).

The scheme of the parallel computing considered above provides the completeness of the whole search information from (5) for all problems from the family .

The possibility of the asynchronous data transfer is a principal feature of such a scheme of the parallel computations. Besides, any single control node is absent in this scheme, and the number of computational nodes can vary in the course of global search.

1. Parallel Methods for Solving Multicriterial Global Optimization Problems

The multiextremal optimization is a research direction being developed extensively – the general state of the art is presented, for example, in [9-11,13,14,17,18]. The information-statistical theory of global optimization is one of the promising approaches – see, for example, [10,11,27,31]. The high performance computing systems are used widely for solving the time-consuming global search problems [11,16,24-26,29,31].

* 1. Parallel Algorithm of Multicriterial Global Optimization

The approach is based on the following two statements:

* In order to reduce the complexity of the computational analysis of a large multidimensional search information from (5), the reduction of the dimensionalities of the MCO problems is applied.
* For solving the problems from the family (3), the efficient global search algorithms developed within the framework of the information-statistical theory of the multiextremal optimization [,11] are used.

These statements are presented in more details below.

**Dimensionality reduction**. Within the framework of the proposed approach, the Peano *space-filling curves* or *evolvents*  mapping the interval [0,1] onto the *N*-dimensional hypercube unambiguously (see, for example, [-]) were used for the dimensionality reduction. As a result of such reduction, the initial multidimensional global optimization problem (3) is reduced to a one-dimensional problem:

|  |  |
| --- | --- |
| , | (8) |

where .

The dimensionality reduction scheme reduces the multidimensional problem (3) with the Lipschitzian minimized function to a one-dimensional problem (8), where the corresponding functions satisfy the uniform Hölder condition i. e.

|  |  |
| --- | --- |
| , | (9) |

where the Hölder constant is defined by the relation , is the Lipschitz constant from (4) and *N* is the dimensionality of the optimization problem (1).

As a result of the dimensionality reduction, the search information from (5) can be transformed into the *Matrix of the Search State* (MSS)

|  |  |
| --- | --- |
| , | (10) |

where , are the reduced points of the executed global search iterations[[1]](#footnote-1), , are the values of the scalar criterion of current optimization problem (8) being solved,, are the indices of the global search iterations, which the points , were computed within.

The matrix of the search state can be used by the optimization algorithms in order to improve the efficiency of global search – selecting the points for the scheduled iterations can be performed taking into account the results of all computations performed before. Besides, the availability of the MSS allows computing the numerical estimates of the Hölder constant from (9)

|  |  |
| --- | --- |
| , | (11) |

as the relative differences of the values of the minimized function , on the set of points *,*. Hereafter , . The constant , is the *parameter of reliability* of the estimate of the constant .

**Parallel algorithm**. Within the proposed approach, for solving the reduced one-dimensional multiextremal optimization subproblems (8), it is proposed to use well-known Multidimensional Algorithm of Global Search (MAGS) developed within the framework of the information-statistical theory of the multiextremal optimization [,]. This method has a good theoretical substantiation and has demonstrated a high efficiency as compared to other global search algorithms (see also the results of numerical experiments in Section 5).

For the sake of completeness, let us consider briefly the general computational scheme of MAGS, which consists in the following.

Let *k*, global search iterations have been executed, the computing of the minimized function values ϕ(*x*) (hereafter this procedure is called the *trial*) has been performed within every iteration, and the obtained search information is represented in the form of from (10). The choice of the trial points for the next iteration is determined by the following rules.

*Rule*1*.* Compute the *characteristics* for each interval *,*  from

|  |  |
| --- | --- |
| , , | (12) |

*Rule*2*.* Determine the interval *,* which the highest characteristic *R*(*t*) corresponds to, i. e.

|  |  |
| --- | --- |
| . | (13) |

*Rule*3*.* Compute the trial point of the next global search iteration within the interval *,*  with the highest characteristic from (13):

.

*Termination condition*, which the calculations are stopped according to, is defined by the inequality

|  |  |
| --- | --- |
|  | (14) |

which should be checked for the interval from (13), which the scheduled trial is performed in. The quantity is the predefined *accuracy* of the problem solution. If the termination condition is not fulfilled, the iteration index *k* is incremented by 1, and the execution of the algorithm is continued.

As the current estimate of the optimization problem solution at every global search iteration, the lowest computed value of the minimized function is accepted i. e.:

|  |  |
| --- | --- |
| . | (15) |

Additional information on the MAGS algorithm is given in [11]. Here, it should be noted that the characteristics *,* being computed from (12) can be interpreted as some measures of importance of the intervals with respect to the location of the global minimum point in these ones.

Within the framework of the proposed approach, the MAGS algorithm is applied to solving every problem from the family in combination with the general scheme of the parallel computations presented in Sec. 3. The method obtained as a result of such extension is called hereafter Parallel Multicriterial Global Algorithm (PMGA) for high-performance computing systems with distributed memory.

* 1. Multilevel Parallel Algorithm of Multicriterial Global Optimization

The general scheme of parallel computations considered in Subsection 4.1 can be extended for the simultaneous computing of several minimized function values for every optimization problem from the family being solved on a separate multiprocessor multicore node with shared memory. For this purpose, a parallel generalization of the MAGS method can be applied – see, for example, [11,16,22]. This generalization consists in the following.

Let *p* is the number of employed parallel computational units (processors or cores) of a system with shared memory. The rules of the parallel algorithm correspond to the computational scheme of the MAGS method (see Subsection 4.1) except the rules of computation of the next global search iteration points. Below, for the sake of brevity, the modified rules for the parallel algorithm only are given.

*Rule*2 (updated)*.* Arrange the characteristics of the intervals obtained in (12) in the decreasing order

|  |  |
| --- | --- |
|  | (16) |

and select intervals with the indices , having the highest values of characteristics.

*Rule*3 (updated)*.* Perform new trials (the computations of the minimized function values ) at the points , located in the intervals with the highest characteristics from (16)

The termination condition (14) in the parallel algorithm, which the trials are terminated according to, should be checked for all intervals from (16), which the scheduled trials are performed in, i. e.:

The PMGA algorithm updated by the scheme of parallel computations for the computational nodes with shared memory will be named hereafter Multilevel Parallel Multicriterial Global Algorithm (MPMGA).

1. Results of Numerical Experiments

The numerical experiments have been carried out on the «Lobachevskii» supercomputer at State University of Nizhnii Novgorod (operating system – CentOS 6.4, supercomputer management system – SLURM). Each supercomputer node had 2 Intel Sandy Bridge E5-2660 2.2 GHz processors, 64 Gb RAM. Each processor had 8 cores (i. e. total 16 CPU cores were available at each node). To generate the executable program code, Intel C++ 14.0.2 compiler was used.

Prior to conducting the numerical experiments, let us consider the results of comparison of the proposed approach with a number of other multicriterial optimization algorithms presented in [28]. For the comparison, the bi-criterial test problem proposed in [29] was used:

|  |  |
| --- | --- |
|  | (17) |

As a solution of a MCO problem, the construction of a numerical approximation of the Pareto domain (PDA) was considered. To evaluate the quality of approximation, the completeness and the uniformity of coverage of the Pareto domain were compared using the following two indicators [28, 29]:

* The *hypervolume index* (HV) defined as the volume of the subdomain of the values of the vector criterion *f*(*y*) dominated by the points of approximation of the Pareto domain. This indicator characterizes the completeness of approximation of the Pareto domain (the higher the value, the more complete the coverage of the Pareto domain).
* The *distribution uniformity index* (DU) of the points from the Pareto domain approximation. This indicator characterizes the uniformity of coverage of the Pareto domain (the less the value, the more uniform the coverage of the Pareto domain).

Within the framework of the considered experiment, five multicriterial optimization algorithms were compared: the Monte-Carlo (MC) method, the genetic algorithm SEMO from the PISA library [20,32], the Non-uniform coverage (NUC) method [20], the bi-objective Lipschitz optimization (BLO) method proposed in [32], and the serial version of the MPMGA algorithm proposed in the present paper. Total 50 problems (3) have been solved by MPMGA with various values of the convolution coefficients distributed in from (3) uniformly. The results of experiments from [28] are presented in the complete form in Table 1.

**Table .** Results of numerical experiments from [28] for the test problem (17)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Method** | **Iterations** | **PDA points** | **HV** | **DU** |
| MC | 500 | 67 | 0.300 | 1.277 |
| SEMO | 500 | 104 | 0.312 | 1.116 |
| NUC | 515 | 29 | 0.306 | 0.210 |
| BLO | 498 | 68 | 0.308 | 0.175 |
| MAMGS+ | 370 | 100 | 0.316 | 0.101 |

The results of the performed experiments have demonstrated MPMGA to have a considerable advantage as compared to the considered multicriterial optimization methods even when solving the relatively simple MCO problems.

The numerical experiments have been carried out on solving the bi-criterial two-dimensional MCO problems i. e. for , . As the problem criteria, the multiextremal functions were used defined by the relations:

where

,

are defined in the range ![](data:image/x-wmf;base64,183GmgAAAAAAAOAHIAIBCQAAAADQWwEACQAAA0kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+8WCs4AAAoACNdiAAQAAAAtAQAACAAAADIKgAH4BgEAAAAx2wgAAAAyCoABrwMBAAAALBMIAAAAMgqAATQAAQAAADDsHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////iFgroAAAKAKjUYgAEAAAALQEBAAQAAADwAQAACAAAADIK4AENBQEAAAAyAAgAAAAyCuABKwMBAAAAMQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAiTXfLPRD2/v///+8WCs8AAAoACNZiAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAfYFAQAAAKMWCAAAADIKgAFBAQEAAACj/xwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////4hYK6QAACgCo12IABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABWgQBAAAAeQAIAAAAMgqAAZECAQAAAHnbCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0AdSwAigQAAAoABgAAACwAigQAAAAAvO0ZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), and the parameters are the independent random numbers distributed uniformly.

**Table .** Results of a series of experiments on solving the two-dimensional   
bi-criterial MCO problems

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **P** | **Q** | **P\*Q** | **1-25** | **26-50** | **1-50** |  |  |
| **Computations without the reuse of the search information** | | | | | | | |
| 1 | 1 | 1 | 8 571,6 | 8 590,2 | 17 165,9 | **-** | **1** |
| **Computations with the reuse of the search information** | | | | | | | |
| 1 | 1 | 1 | 1 199,5 | 573,9 | 1 773,4 | **1** | **9,7** |
| 1 | 25 | 25 | 52,1 | 27,6 | 79,7 | **22,2** | **215,4** |
| 25 | 1 | 25 | 135,1 | 54,8 | 189,8 | **9,3** | **90,4** |
| 5 | 5 | 25 | 66,8 | 37,1 | 103,9 | **17,1** | **165,2** |
| 25 | 25 | 625 | 8,6 | 8,1 | 16,7 | **106,3** | **1 029,1** |

The solving of 100 multicriterial problems has been performed in the course of experiments. In each problem, the search of the Pareto-optimal solutions has been performed for 50 convolution coefficients distributed in from (3) uniformly. The obtained results were averaged over the number of solved MCO problems.

The results of numerical experiments are presented in Table 2. The first two columns in Table 2 denote the numbers of the processors (P) and of the parallel threads on each processor (Q) employed. The third column (P\*Q) contain the total number of threads employed. In the fourth, fifth, and sixth columns, the numbers of iterations necessary to find the solution in given groups of problems from the family (3) for the corresponding numbers of different coefficients from (3) are given. The last two columns contain the information on the speedup of the parallel computations obtained with the use of the search information (S1) and without the one (S2).

The obtained results of experiments demonstrate that even simple reuse of the search information allows reducing the total amount of computations 9.7 times without the use of additional computational resources. When using additional 25 processors, one can obtain the speedup from 9.3 up to 22.2 times. If 25 processors were employed in the computations and 25 parallel threads were used for each processor, the speedup with the reuse of the search information reaches 106.3 times. The overall speedup in this case relative to the initial algorithm without the reuse of the search information was more than 1029 times.

# 6. Conclusion

In the present article, an efficient method of solving the time-consuming multicriterial optimization problems, where the optimality criteria can be multiextremal and computing the criteria values can require a large amount of computations has been proposed. The key aspect of the developed approach consists in the overcoming of the high computational complexity of the global search of the set of the efficient solutions in solving the multicriterial optimization problems. A considerable improvement of the efficiency and an essential reduction of the amount of computations have been provided by means of the maximal possible utilization of the whole search information obtained in the course of computations. Within the framework of the developed approach, the methods for reducing the whole available search information to the values of current scalar nonlinear programming problem being solved have been proposed. The search information is used by the optimization methods for the adaptive planning of the executed global search iterations.

The results of the numerical experiments have demonstrated such an approach to allow reducing the computation costs of solving the multicriterial optimization problems considerably – tens and hundreds times.

In conclusion, one can note that the developed approach is a promising one and requires further investigations. First of all, it is necessary to continue carrying out the numerical experiments on solving the multicriterial optimization problems with more partial criteria of efficiency and for a greater dimensionality of the optimization problems being solved.
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