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Abstract. In the present paper, an efficient approach to the parallel solving of the complex multicriterial optimization problems using the heterogeneous computing systems is considered. The complexity of these problems can be very high as the optimized criteria can be multiextremal and the computing of the criteria values can be time-consuming. In the framework of the proposed approach the multicriterial optimization problem is reduced to solving a series of global optimization problems by means of the convolution of the partial criteria with different sets of parameters. To solve the series of the global optimization problems, the efficient information-statistical global search method is applied. The parallel computations are implemented by solving several global optimization problems simultaneously. This approach provides parallel computing the criteria values with the several optimized parameters. The maximum use of the search information obtained in the course of the computations is an important distinctive feature of the developed parallel computational schemes. The comparative analysis of various methods for parallel computations and numerous numerical experiments are presented in the paper.
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# 1. Introduction

Decision making is inherent to almost all fields of human activities. A variety of the mathematical formulations have been proposed for the formal description of the decision making problems. Among these ones, there are many classes of optimization problems including unconstrained optimization, nonlinear programming, global optimization, etc. In the most complex situations of decision making, the multicriterial optimization (MCO) problem statements are used widely. An opportunity to set several criteria is a distinctive property of the MCO problems that allows more precise formulating the requirements to the optimality of chosen decisions. The MCO topic is a field of intensive studies - see, for example, the monographs [1-6] and the reviews of the scientific and practical results in [7-10].

The possibility of contradictions between the partial criteria of efficiency that makes it impossible to achieve the optimal (the best) values for all partial criteria simultaneously is an important feature of the multicriterial optimization problems. As a result, the finding of some compromised (efficient, non-dominated) decisions, in which the achieved values with respect to some partial criteria satisfy given requirements to necessary level of efficiency, is taken as a solution of an MCO problem usually.

The present work is devoted to solving the MCO problems, which are used for the description the decision making problems in the design of complex objects and systems. In such applications, the partial criteria can take a complex multiextremalform, and computing the values of the criteria and constraints may require a large amount of computations.

Besides, within the framework of considered approach, an opportunity of correcting the MCO problem statements when changing the perceptions of the requirements to the optimality of the chosen decisions is allowed. Thus, in the case of redundancy of the partial criteria set, an opportunity to transform some criteria into the constraints is allowed. Or, otherwise, if the set of feasible variants is insufficient, some constraints can be transformed into the criteria, etc. Such an opportunity to change the MCO problem statements is an additional source of increased computational costs of the search for the optimal decisions.

The opportunity to change the MCO problem statements in the course of search for the optimal decisions is a key one within the framework of considered approach. The realism of this approach implies overcoming a significant computation complexity of the decision making problems that could be ensured by means of using the highly efficient global optimization methods and full utilization of the search obtained in the course of computations.

In the present paper, the results of the performed investigations on the generalization of the decision making problem statements [11-12] and on the development of the highly efficient global optimization methods utilizing the whole search information obtained in the course of computations [13-17] are presented.

Further structure of the paper is as follows. In Section 2, the multicriterial optimization problem statement is given. In Section 3, the reduction of the multicriterial problems to the scalar optimization ones by means of the minimax convolution of partial criteria and the dimensionality reduction with the use of Peano space-filling curves are considered. In Section 4, the possibility of enhancing the efficiency of computations based on the reuse of the search information is substantiated. In Section 5, the general organization scheme of parallel computations allowing the maximum use of the computational potential of modern supercomputer systems is described. Section 6 presents the results of numerical experiments supporting the proposed approach to be promising. In conclusion, the obtained results are discussed and possible main directions of further investigations are outlined.

# 2. Multiple multicriterial optimization problem statement

For the formal description of the process of search for the efficient variants in complex decision making problems, the following generalized multilevel model is proposed.

1. At the highest level, within the framework of proposed model, a decision-making problem (DMP) is defined, for which a choice of the optimal values of the parameters should be done according to the available requirements to optimality. In the most general form, DMP can be defined with the use of a vector function of characteristics

|  |  |
| --- | --- |
| , , | (1) |

where is the vector of constructive parameters, and is the domain of feasible values, which usually is a *N*-dimensional hyperinterval

|  |  |
| --- | --- |
| , | (2) |

for given vectors and .

The values of characteristics are supposed to be non-negative, and the decreasing of these ones corresponds to the increasing of the efficiency of the chosen variants. Also, it is supposed that the characteristics can be multiextremal and the computing of the values of these ones can require a large amount of computations. Besides, within the framework of considered approach, the characteristics are supposed to satisfy the Lipschitz condition

|  |  |
| --- | --- |
| , | (3) |
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In general, the model of DMP is defined by the following set of elements

|  |  |
| --- | --- |
| . | (4) |

This model is supposed to remain the same and doesn’t change in the course of computations.

1. The requirements to the optimality of the chosen variants of the DMP can be defined in the following way. First of all, the characteristics should be selected, for which the achievement of the minimum possible values is necessary. Defining a set of indices of such characteristics defines the vector criterion of efficiency

|  |  |
| --- | --- |
| . | (5) |

For the characteristics not included into the vector criterion of efficiency with the set of indices the sufficient levels of efficiency should be defined by a tolerance vector . The availability of tolerances allows defining a vector function of constraints

|  |  |
| --- | --- |
| . | (6) |

The constraints define the feasible search domain

|  |  |
| --- | --- |
| . | (7) |

The criteria of efficiency and constraints formulated in such a way allow formulating a multicriterial optimization (MCO) problem

|  |  |
| --- | --- |
| , , | (8) |

defined on the basis of the model *S* from (4) with the use of the elements listed above

|  |  |
| --- | --- |
| . | (9) |

The scheme proposed above covers many existing optimization problem statements. When and the general statement becomes the global optimization problem. When and the general statement defines a nonlinear programming problem. When and the general statement is reduced to a constrained multicriterial problem.

1. The use of the multicriterial optimization problem statements reduces the complexity of the formal description of the decision making problems –it becomes possible to define several partial criteria instead of necessity to define a unified «global» criterion of efficiency in the MCO problems. No doubt, such an approach is a simpler task for the decision maker determining the requirements to the optimality of the decisions made. It is worth noting also that the multicriterial definition of the efficiency criteria corresponds to the practice of decision making in various fields of applications.

The scheme of the MCO problem statement considered above has been proposed first in [11] and was used widely in solving many applied decision making problems. At the same time, the results of the practical application of the approach have demonstrated that the formulating of a single MCO problem statement might also appear to be difficult when altering the ideas of the necessary requirements to the optimality. Thus, in the case of redundancy of the partial criteria set, the transformation of some criteria into the constraints may appear to be appropriate. Or, vise versa, if a small feasible domain is obtained, the loosening of the tolerances or transforming some constraints into the criteria may be required. As a result, an opportunity of simultaneous formulating several MCO problems

|  |  |
| --- | --- |
|  | (10) |

will be allowed within the framework of the extended model of the optimal choice as further development of the scheme (1)-(9). It is worth noting that the set of problems can change in the course of computations by means of adding new problems

|  |  |
| --- | --- |
| . | (11) |

or removing already existing ones. Solving the problems from the set can be performed sequentially or simultaneously in the time-sharing mode or in parallel if several computing devices are available. No doubt, the simultaneous method of solving the problems is more preferable – the results obtained in the course of computations allow adjusting current set of problems promptly. In the case of utilizing the parallel computations, the total time of problem solving can be reduced essentially.

In the simplest case, the set can consist of a single MCO problem. After solving the MCO problem, current statement can be altered on the basis of analysis of the obtained results, and the process of computations can be continued for new MCO problem statement until the desired optimum decision is obtained.

In general, the proposed model of the process of search for the optimal decisions (1)-(11) defines a new class of the optimization problems – the multiple multicriterial global optimization(MMGO) problems.

It is important to note that the opportunity of application of the proposed model of the process of search for decisions is based on the informational compatibility of the MCO problems being solved. When altering the MCO problem statements, the whole search information obtained in the course of computations can be stored and used again in solving the newly formulated optimization problems. This aspect is a key one in the framework of the developed approach and will be considered in more details in Section 4.

# 3. Successive reduction of the multicriterial global optimization problems

As it has been already mentioned above, the partial criteria of efficiency in the MCO problems are contradictory usually. This feature of the MCO problems means that the obtaining of the optimal (the best) values with respect to all partial criteria simultaneously cannot be ensured. In such situation, the finding of particular compromised (effective, non-dominated) decisions, in which the achieved values with respect to particular partial criteria cannot be improved without simultaneous worsening with respect to some other criteria is understood as the solution of a MCO problem usually. In the limiting case, the finding of all effective (Pareto-optimal) decisions . can be required.

Due to a high relevance, a large enough quantity of methods of solving the MCO problems have been developed and used widely – see, for example, [2-10]. A part of these algorithms ensures the obtaining the numerical estimates of the whole Pareto set [3,26-28]. Along with the usefulness of such an approach (all effective decisions of the MCO problem are found), the use of these methods appears to be difficult often because of high computational complexity of obtaining the estimates of the Pareto set. Besides, the estimate of the whole set may appear tо be redundant when to solve the MCO problem it is enough to obtain several particular effective decisions (that takes place in the practical applications often). As a result, more widely used approach to solving the MCO problems is based on the scalarization of the vector criterion into some general scalar criterion of efficiency, the optimization of which can be performed with the use of already existing optimization methods. Among these methods, for example, there are weighted sum method, compromise programming method, weighted min-max method, goal programming, and many other algorithms – see, for example, [2-6].

The general approach used in the present work consists in the reduction of solving a MMGO problem to the solving of a series of single-criterion global optimization problems[[1]](#footnote-1):

|  |  |
| --- | --- |
| ,, | (12) |

where is the vector function of constraints from (6), and is the minimized convolution of the partial criteria of the MCO problem (5)

|  |  |
| --- | --- |
|  | (13) |

using the vector of the weighting coefficients

|  |  |
| --- | --- |
| *s*. | (14) |

The necessity and sufficiency of this approach to solving a MCO problem is an important property of the minimax convolution: the result of minimizing *F*(*λ*,*y*) leads to obtaining an effective decision[[2]](#footnote-2) of the MCO problem and, vise versa, any effective decision of the MCO problem can be obtained as a result of minimizing *F*(*λ*,*y*) at corresponding values of the convolution coefficients *λi*, 1≤*i*≤*s* – see, for example, [4,6,21].

In the developed approach, it is proposed to perform one more step of conversion of the problems *F*(*λ*,*y*) from (12) being solved – to perform the dimensionality reduction using the Peano space-filling curves(evolvents) *y*(*x*) providing an unambiguous mapping of the interval [0,1] onto an N-dimensional hypercube D [18, 20]. As a result of such reduction, the multidimensional global optimization problem (12) is reduced to the one-dimensional problem:

|  |  |
| --- | --- |
| *F*(*λ*,y(x\*)) = min { *F*(*λ*,y(x)) : x∈[0,1] }. | (15) |

The considered dimensionality reduction scheme superimposes the multidimensional problem with the Lipschitzian minimized function *F*(*λ*,y) to a one-dimensional problem, in which the reduced function *F*(*λ*,y(x)) satisfies the uniform Hölder condition i. e.

|  |  |
| --- | --- |
| , | (16) |
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In order to obtain several effective decisions (or to estimate the whole Pareto domain) the problem (12) should be solved several times for corresponding sets of the values of the elements of the weighting vector . In this case, the set of MCO problems from (10) necessary for solving the initial decision making problem is transformed into a wider set of scalar optimization problems (12)

|  |  |
| --- | --- |
|  | (17) |

where several problems (12) with different values of the coefficients can correspond to each problem .

It should be noted that all notes made above on the problem set from (10) are true for the problem set from (17) as well – the problems from the set can be solved sequentially or simultaneously, and the content of the set of problems can vary in the course of computations.

# 4. Improvement the efficiency of computations based on the reuse of the search information

As it has been already mentioned above, the solving of the MCO problems *P* from (10) and corresponding global optimization problems *F* from (15) can require a large amount of computations even when solving a single particular problem. In the case if a series of problems from the sets and should be solved, the necessary amount of computations could appear to be even larger. And, therefore, overcoming the computational complexity of the decision making problems of the considered class is a necessary condition of opportunity of a practical application of the proposed approach. An intensive use of the whole search information obtained in the course of computations can be a promising approach to solving this problem.

The numerical solving of the global optimization problems is reduced usually to a sequential computing the values of characteristics at the points of the search domain [18, 22-25]. The data obtained as a result of computations can be represented in a form of matrix of search information (MSI)

|  |  |
| --- | --- |
|  | (18) |

As a result of scalarization of the vector criterion (12) and application of the dimensionality reduction (15), from (18) can be transformed into the form of the matrix of the search state(MSS):

|  |  |
| --- | --- |
| , | (19) |

where

* *xi*, 1≤*i*≤*k* are the reduced points of the executed global search iterations where the criteria values have been computed;
* *zi*, , 1≤*i*≤*k* are the values of the scalar criterion and of the constraints at the points *xi*, 1≤*i*≤*k* for current optimization problem *F*(*λ*,y(x)) from (15) being solved i. e.

*zi* = ϕ(*xi*) =*F*(*λ*,y(*xi*)), , 1≤*i*≤*k*;

* *li*, 1≤*i*≤*k* are the indices of the global search iterations, at which the points *xi*, 1≤*i*≤*k* have been generated, these indices are used to storing the correspondence between the reduced points and the multidimensional ones at the executed iterations i. e.

*y j*= y(*xi*), j = li, 1≤*i*≤*k*.

The matrix of the search state contains the search information transformed to current scalar reduced problem (15) being solved. Besides, the search information in the MSS is arranged according to the values of coordinates of the points *xi*, 1≤*i*≤*k* for more efficient execution of the global search algorithms; the arranged representation of the points is reflected by the use of the lower index i. e.

*x*1 ≤ *x*2 ≤ … *xk*.

The representation of the search information obtained in the course of computations in the form of the matrices and makes the basis for the development of efficient optimization search procedures. The availability of such information allows performing an adaptive choice of the points for executing the global search iterations taking into account the results of all computations completed earlier

|  |  |
| --- | --- |
| , | (20) |

where is the rule for computing the points of the applied optimization algorithm. Such an adaptive choice of the points of executed search iterations can accelerate the finding of the effective decisions. In the case of the global optimization problems, the accumulation of the whole search information and the use of the rules of the kind (20) is just mandatory. Any reduction of the search information in determining the points to be executed would result in executing the excess global search iterations.

It should be noted that the availability of MSS from (18) allows reducing the results of all preceding computations *zi*, 1≤*i*≤*k* stored in the MSS to the values of current optimization problem *F*(*λ*,y(x)) from (15) being solved for any new parameter of the MCO problem statement *P* from (9) and for any new value of the convolution coefficientsfrom (14) on the basis of the values of characteristics *wi*, 1≤*i*≤*k* computed earlier and stored in without any repeated time-consuming computation of the values of from (1) i. e.

|  |  |
| --- | --- |
| . | (21) |

Therefore, all the search information can be employed for continuing the computations in full amount. An efficient use of this information becomes an important requirement in the selection of the methods for solving the problems *F*(*λ*,y(x)) from (15). The reuse of the search information can provide a continuous decreasing of the amount of computations for solving every next optimization problem up to execution of just few iterations only to find the next effective decision.

At the same time, it should be noted that the possibility to use the matrices and for the organization of the global search, the issues of efficient processing of the search information should be addressed. Due to a large possible number of global search iterations and, correspondingly, a large amount of search data, it is necessary to ensure the capability to store and to sort the data in MSS of considerable size – with tens and hundreds millions of columns.

# 5. Parallel computations in the multiple multicriterial global optimization problems

The sequential solving the set of problems from (17) to find several globally optimal decisions increases the amount of computations required to solve the decision making problems essentially. The parallel solving of the problems *F*(*λ*,y(x)) from the set is a promising and simple method of accelerating the performed computations. At high enough number of the computer nodes (processors), the time of solving the whole set of problems would be determined by the computation time for the problem *F*(*λ*,y(x)), the solving of which takes the longest time. Such an approach can be implemented quite easily. However, it doesn’t solve the problem of computational complexity when it is necessary to expand the set of problems in the course of computations.

The method of organizing the parallel computations considered above can be developed further by utilizing the information compatibility of the problems from the set – as has been noted in Section 4, the values of characteristics *wi*, 1≤*i*≤*k* computed when solving any problem *F*1(*λ*,y(x)) can be transformed to the values of any other problem *F*2(*λ*,y(x)). This result allows proposing the following general scheme of parallel computations for simultaneous solving the problems from the set .

1. **The distribution of problems**. Prior to the start of computations, the problems of the set from (17) should be distributed among the computational nodes of a multiprocessor system. This distribution can be quite diverse – for solving a particular problem from the set , various numbers of computational cores (*q*, *q*≥1) and of the computational nodes (*p*, *p*≥1) can be allocated. An opportunity to use several computational nodes *p>*1 for solving the same problem is provided by means of application of multiple evolvents – see [13-14]. If when solving a particular problem from the set it is planned not to employ the processor cores of a computational node in full, in this case several optimization problems can be being solved using the same node subject to the number of processors available on the computational node and to the number of computational cores in each processor.
2. **The choice of the optimization algorithms**. The proposed scheme of the parallel computations is a general one – various methods of multiextremal optimization can be applied for solving the problems on each computational node – see, for example, [18, 20,29-35]. The main requirement to the selection of the algorithms – the methods should use the search information and to increase the efficiency of global search. And, as it has been already noted above in Section 3, the global optimization algorithms should be generalized in order to provide solving the reduced one-dimensional global optimization problems of the kind *F*(*λ*,y(x)) from the set . The possibility of application of the proposed approach was substantiated using the example of the efficient global search algorithms developed within the framework of the information-statistical theory of the multiextremal optimization – see [12-18].
3. **The execution of the global search iterations**. The execution of the global search iterations for each problem *F*(*λ*,y(x)) from the set being solved is performed in parallel. The execution of every iteration on each computational node includes performing the following operations:

a) The choice of *q*, *q*≥1 points *xi*, 1≤*i*≤*q* of the next global search iteration is performed according to the rule (20) of the optimization method; the choice of the points is performed taking into account the available search information and ; the number of generated points *q*, *q*≥1 is determined by the number of computational cores employed for solving the problem *F*(*λ*,y(x));

b) For each chosen one-dimensional point *xi*∈[0,1], 1≤*i*≤*q* of current global search iteration, the multidimensional image *yi*∈*D*, 1≤*i*≤*q* is determined according to the mapping *y*(*x*). Then, each computed image *yi*∈*D*, 1≤*i*≤*q* is transmitted to all employed computational nodes to avoid the multiple choice of the same points in the domain *D* when solving the problems from the set ;

c) The values of characteristics from (1) are computed at all points *yi*∈*D*, 1≤*i*≤*q*; for each particular point *yi*∈*D*, 1≤*i*≤*q*, these computations are performed in parallel using different computational cores; the computed values of characteristics are transmitted to all employed computational nodes to include the obtained data into the search information and .

1. **Updating the search information**. Prior to starting the next global search iteration, the availability of data transmitted from other computational units (processors or cores) is checked; the received data should be included into the search information.

According to the presented computational scheme of parallel computations, each computational unit would contain the identical copies of the matrix of search information from (18); the matrices from (19) would contain different sets of the global search points *xi*, 1≤*i*≤*k* because of the use of different evolvents *y*(*x*) for the dimensionality reduction and of different values of the scalar criterion and constraints *zi*, , 1≤*i*≤*k* corresponding to the problems *F*(*λ*,y(x)) from the set being solved.

Within the framework of such computational scheme, it becomes possible to expand the set of problems being solved at any moment of computations – in order to solve a new problem *F*(*λ*,y(x)), it is enough to allocate an additional computational unit, to copy the set , and to create the corresponding matrix .

Note that there is no single control node in this scheme of parallel computations. The number of the computational nodes can be varied in the course of the global search, and the data transfer can be performed in the asynchronous mode (the computational nodes process the received data upon receipt only).

It is clear that the increase of the efficiency of the global search due to the use of the sets of the search information and depends on the optimization algorithms employed. The analysis of the elements of the scheme of organization of the parallel computations considered above in application to the information-statistical global optimization algorithms has been performed in [12-17]. The results of numerical experiments carried out for complete experimental evaluation of the efficiency of the proposed scheme to choose the best parameters of the use of the computational resources of the high-performance supercomputer systems are presented below in Section 6.

# 6. The results of numerical experiments

The numerical experiments have been carried out using “Lobachevsky” supercomputer at University of Nizhni Novgorod (operation system – CentOS 6.4, management system – SLURM). Each supercomputer node had 2 Intel Sandy Bridge E5-2660 processors (2.2 GHz, 64 Gb RAM). Each processor included 8 cores (i. e. total 16 CPU cores were available at each computer node). In order to generate the executable program code, Intel C++ 17.0 compiler was used.

When performing the numerical experiments, according to the general scheme of parallel computations considered in Section 5, the efficient algorithms of multicriterial multiextremal optimization [12-17] developed within the framework of the information-statistical theory of global optimization [18] were used. The efficiency of these algorithms has been proven by many numerical experiments. Thus, for example, a comparison of the proposed approach with a number of other multicriterial optimization algorithms was performed in [13]. For the comparison, a bi-criterial test problem proposed in [26] was used:

|  |  |
| --- | --- |
|  | (22) |

In these experiments, the construction of a numerical approximation of the Pareto domain was understood as a solution of a MCO problem. In order to evaluate the quality of approximation, the completeness and uniformity of coverage of the Pareto domain were compared using the following two indices [26,27]:

* The *hypervolume index* (HV) defined as the volume of subdomain of values of the vector criterion dominated by the points of approximation of the Pareto domain. The value of this index can be obtained by summing up the volumes of the crossing hyperparallelepipeds, the tops of which are the points of the approximation of the Pareto domain and some reference point . As the reference point, a vector quantity

was used in the performed experiments. This index features the completeness of the approximation of the Pareto domain (a higher value corresponds to more complete coverage of the Pareto domain).

* The *distribution uniformity index* (DU) of the points from the Pareto domain approximation defined by the relations:

|  |  |
| --- | --- |
| *, ,* |  |

where *p* is the number of points in the Pareto domain approximation *PDA*. This index features the uniformity of coverage of the Pareto domain (a lower value corresponds to more uniform coverage of the Pareto domain).

Within the framework of this experiment, five multicriterial optimization algorithms were compared:

* The Monte-Carlo (MC) method, in which the points of the executed iterations were chosen randomly and uniformly within the search domain *D*,
* The genetic algorithm SEMO from the PISA library [8,27],
* The Non-uniform coverage (NUC) method [8],
* The bi-objective Lipschitz optimization (BLO) method proposed in [27],
* A serial version of the multidimensional algorithm of multicriterial global search (MAMGS) developed within the framework of the approach proposed in the present paper [13].

For the first three algorithms from the list above, the results of experiments from [8] were used. For the BLO method, the results of experiments were presented in [27]. The results of experiments from [13] are presented in Table 1 in the complete form. It follows from the results in Table 1 that the MAMGS algorithm has obtained the best estimate of solution of the multiextremal problem (22) with respect to the completeness as well as with respect to the uniformity of coverage of the Pareto domain at less computational costs.

Table 1. The results of numerical experiments from [13] for the test problem (22)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Method** | **Iterations** | **PDA points** | **HV** | **DU** |
| MC | 500 | 67 | 0.300 | 1.277 |
| SEMO | 500 | 104 | 0.312 | 1.116 |
| NUC | 515 | 29 | 0.306 | 0.210 |
| BLO | 498 | 68 | 0.308 | 0.175 |
| **MAMGS** | **370** | **100** | **0.316** | **0.101** |

In the present work, the results of a series of the numerical experiments performed in order to choose the best parameters of the parallel computations (the number of employed computational cores and computer nodes, the number of the multicriterial optimization subproblems solved simultaneously, the number of evolvents used for the dimensionality reduction, etc.) are presented. Each experiment included the solving of 30 MCO problems. Each problem was a six-dimensional and five-criterial one i. e. , . The multiextremal functions defined by the GKLS generator [36] were used as the criteria. This generator allows generating the multiextremal optimization problems with the properties known a priori: the number of local minima, the sizes of their attractors, the global minimum point, the objective function value at this point, etc. Some example contour plots of the functions obtained by the GKLS generator are presented in Fig. 1.
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Fig. 1. Contour plots of three multiextremal functions from the GKLS family   
of test optimization problems

The following values of parameters were used in the numerical experiments. When solving the MCO problems, the condition of stopping the computations according to predefined accuracy was used. For constructing the estimates of the Pareto domain , 100 subproblems of the family from (17) have been solved for various values of the coefficients . In the performed experiments, 10 computational nodes of the supercomputer were used, each computational node included two 8-core processors (i. e. total 160 computational cores were employed for performing the computations in each experiment).

In the beginning of the performed series of experiments, the parallel computations have been conducted using a single supercomputer node only (two processors, 16 computational cores using the shared memory). The results of these experiments are presented in Table 2.

Table 2. Evaluation of the efficiency of using a single supercomputer node when solving   
a series of 30 six-dimensional five-criterial MCO problems

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Cores | Search information | Iterations | S1 | S2 |
| 1 | not used | 26 813 722.7 | 1.0 |  |
| 1 | used | 9 103 069.6 | 2.9 | 1.0 |
| 8 | used | 1 291 720.0 | 20.8 | 7.0 |
| 16 | used | 609 169.5 | 44.0 | 14.9 |

In Table 2, the number of computational cores employed when carrying out the experiments is presented in the *Cores* column. The *Search information* column contains the information on the reuse of the search information when solving the series of subproblems of the family from (17) for different values of the coefficients . The *Iterations* column presents the average number of the global search iterations executed when solving particular subproblems of the MCO problem. The *S*1 column shows the overall speedup achieved by means of performing the parallel computations using the corresponding quantity of the computational cores. The *S*2 column contains the speedup of computations with respect to the serial optimization algorithm, in which the search information is used.

As follows from the results presented in Table 2, when using even a single computational core, one can achieve a speedup of computations almost by a factor of three by means of the reuse of the search information obtained in the course of optimization. The overall speedup achieved in the parallel computations makes 44 times using 16 cores of a single supercomputing node.

Further, in all experiments 10 supercomputer nodes were used (i. e. total 160 computational cores were employed). The parameters of the experiments were: the number of subproblems of the family from (17) being solved simultaneously, the number of computational nodes employed for solving particular MCO subproblems, and the number of test problems (generated by the GKLS generator) being solved simultaneously (total 30 six-dimensional five-criterial test MCO problems were solved in each experiment). The results of the numerical experiments are presented in Table 3.

Table 3. Evaluation of efficiency of using ten supercomputing nodes when solving a series   
of 30 six-dimensional five-criterial MCO problems

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Nodes | NumMCO | SubProblems | SubNodes | Iterations | S1 | Scaling |
| 1 | 1 | 1 | 1 | 609 169.5 | 44.0 | 1.0 |
| 10 | 1 | 10 | 1 | 75 045.8 | 357.3 | 8.1 |
| 10 | 1 | 5 | 2 | 77 643.6 | 345.3 | 7.8 |
| 10 | 1 | 1 | 10 | 108 700.0 | 246.7 | 5.6 |
| 10 | 2 | 5 | 1 | 76 819.0 | 349.1 | 7.9 |
| 10 | 2 | 1 | 5 | 81 132.8 | 330.5 | 7.5 |
| **10** | **5** | **2** | **1** | **66 618.6** | **402.5** | **9.1** |
| 10 | 5 | 1 | 2 | 77 995.0 | 343.8 | 7.8 |
| 10 | 10 | 1 | 1 | 73 999.7 | 362.3 | 8.2 |

The number of employed supercomputing nodes is given in the *Nodes* column. In the *NumMCO* column, the number of test MCO problems (generated by the GKLS generator) solved simultaneously is given. In the *SubProblems* column, the number of subproblems of the family from (17) solved simultaneously is presented. In the *SubNodes* column, the number of the computational nodes employed for the solving of particular MCO subproblems is presented. The *Iterations* column presents the averaged number of the global search iterations executed when solving particular subproblems of the MCO problem. The *S*1 column shows the overall speedup achieved by means of performing the parallel computations with the use of the corresponding quaintly of the supercomputing nodes. The *Scaling* column contains the speedup of the parallel computations with respect to the results obtained when using a single computational node only.

As follows from the results presented in Table 3, the best speed up in the considered series of experiments has been achieved at the simultaneous solving of five MCO problems of the test class when two subproblems of the family from (17) are solved in parallel for each problem using a single supercomputing node for each subproblem (the parameters for this experiments are highlighted by the bold color in Table 3). In this case, the speedup achieved for the parallel computations exceeds 400 (it should be noted that total 10 computational nodes including total 160 cores were used in this experiment).

# 6. Conclusion

In the present paper, an efficient computational scheme of the parallel computations for solving the complex multicriterial optimization problems with the non-convex constraints, in which the optimization criteria can be multiextremal and computing the criteria values can require a large amount of computations is proposed. The proposed approach is based on the reduction of the multicriterial problems to the nonlinear programming ones by the minimax convolution of the partial criteria, the dimensionality reduction using the Peano space-filling curves, and application of the efficient information-statistical global optimization methods using a novel index scheme of accounting for the constraints instead of the penalty functions used commonly.

The key aspect of the developed approach consists in overcoming the large computational complexity of the global search of the set of effective decisions when solving the multicriterial optimization problems. A considerable enhancement of efficiency and essential reduction of the amount of computations is provided by the maximum possible use of the whole search information obtained in the course of computations. Within the framework of developed approach, the methods for the reduction of all available search information to the values of the current multicriterial optimization problem being solved have been proposed. The search information reduced to the current state is used by the applied optimization methods for the adaptive planning of the performed global search iterations.

The developed general computational scheme includes the concurrent parallel computational methods for the computational systems with the shared memory, the distributed parallel computations using the multiple mappings for the dimensionality reduction, and the multilevel nesting of the parallel computations for the high-performance computational systems. In general, the proposed computational scheme ensures the opportunity of an efficient application of the high-performance computational systems with a large number (tens and hundreds thousand) cores/processors for solving the complex global optimization problems. Besides, this general scheme can be used for the organization of the parallel computations for a wide range of algorithms for solving the time-consuming problems of decision making (in particular, for the information-statistical global optimization algorithms).

In order to determine the optimal parameters of the parallel computations, a series of experiments has been carried out. The results have shown the developed approach to allow reducing the computational costs of solving the multicriterial optimization problems with non-convex constraints considerably – tens and thousands times.

In conclusion, one can note the developed approach to be promising and requires further investigations. First of all, it is necessary to continue carrying out the numerical experiments on solving the multicriterial optimization problems for a larger quantity of partial criteria of efficiency and for larger dimensionality of the optimization problems being solved.
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1. Due to initial assumptions on possible multiextremality of the characteristics from (1) [↑](#footnote-ref-1)
2. More exactly, the minimization of *F*(*λ*,*y*) can lead to obtaining the weakly effective decisions (the set of the weakly effective decisions includes the Pareto domain). [↑](#footnote-ref-2)