Predicting Insurance Fraud

claims<-read.csv("D:\\CSUEB\_MSBA\\Capstone\\claims.csv")

dim(claims)

## [1] 15420 33

summary(claims)

## Month WeekOfMonth DayOfWeek Make   
## Jan :1411 Min. :1.000 Friday :2445 Pontiac :3837   
## May :1367 1st Qu.:2.000 Monday :2616 Toyota :3121   
## Mar :1360 Median :3.000 Saturday :1982 Honda :2801   
## Jun :1321 Mean :2.789 Sunday :1745 Mazda :2354   
## Oct :1305 3rd Qu.:4.000 Thursday :2173 Chevrolet:1681   
## Dec :1285 Max. :5.000 Tuesday :2300 Accura : 472   
## (Other):7371 Wednesday:2159 (Other) :1154   
## AccidentArea DayOfWeekClaimed MonthClaimed WeekOfMonthClaimed  
## Rural: 1598 Monday :3757 Jan :1446 Min. :1.000   
## Urban:13822 Tuesday :3375 May :1411 1st Qu.:2.000   
## Wednesday:2951 Mar :1348 Median :3.000   
## Thursday :2660 Oct :1339 Mean :2.694   
## Friday :2497 Jun :1293 3rd Qu.:4.000   
## Saturday : 127 Feb :1287 Max. :5.000   
## (Other) : 53 (Other):7296   
## Sex MaritalStatus Age Fault   
## Female: 2420 Divorced: 76 Min. : 0.00 Policy Holder:11230   
## Male :13000 Married :10625 1st Qu.:31.00 Third Party : 4190   
## Single : 4684 Median :38.00   
## Widow : 35 Mean :39.86   
## 3rd Qu.:48.00   
## Max. :80.00   
##   
## PolicyType VehicleCategory VehiclePrice   
## Sedan - Collision :5584 Sedan :9671 20000 to 29000 :8079   
## Sedan - Liability :4987 Sport :5358 30000 to 39000 :3533   
## Sedan - All Perils :4087 Utility: 391 40000 to 59000 : 461   
## Sport - Collision : 348 60000 to 69000 : 87   
## Utility - All Perils: 340 less than 20000:1096   
## Utility - Collision : 30 more than 69000:2164   
## (Other) : 44   
## FraudFound\_P PolicyNumber RepNumber Deductible   
## Min. :0.00000 Min. : 1 Min. : 1.000 Min. :300.0   
## 1st Qu.:0.00000 1st Qu.: 3856 1st Qu.: 5.000 1st Qu.:400.0   
## Median :0.00000 Median : 7710 Median : 8.000 Median :400.0   
## Mean :0.05986 Mean : 7710 Mean : 8.483 Mean :407.7   
## 3rd Qu.:0.00000 3rd Qu.:11565 3rd Qu.:12.000 3rd Qu.:400.0   
## Max. :1.00000 Max. :15420 Max. :16.000 Max. :700.0   
##   
## DriverRating Days\_Policy\_Accident Days\_Policy\_Claim  
## Min. :1.000 1 to 7 : 14 15 to 30 : 56   
## 1st Qu.:1.000 15 to 30 : 49 8 to 15 : 21   
## Median :2.000 8 to 15 : 55 more than 30:15342   
## Mean :2.488 more than 30:15247 none : 1   
## 3rd Qu.:3.000 none : 55   
## Max. :4.000   
##   
## PastNumberOfClaims AgeOfVehicle AgeOfPolicyHolder  
## 1 :3573 7 years :5807 31 to 35:5593   
## 2 to 4 :5485 more than 7:3981 36 to 40:4043   
## more than 4:2010 6 years :3448 41 to 50:2828   
## none :4352 5 years :1357 51 to 65:1392   
## new : 373 26 to 30: 613   
## 4 years : 229 over 65 : 508   
## (Other) : 225 (Other) : 443   
## PoliceReportFiled WitnessPresent AgentType NumberOfSuppliments  
## No :14992 No :15333 External:15179 1 to 2 :2489   
## Yes: 428 Yes: 87 Internal: 241 3 to 5 :2017   
## more than 5:3867   
## none :7047   
##   
##   
##   
## AddressChange\_Claim NumberOfCars Year   
## 1 year : 170 1 vehicle :14316 Min. :1994   
## 2 to 3 years : 291 2 vehicles : 709 1st Qu.:1994   
## 4 to 8 years : 631 3 to 4 : 372 Median :1995   
## no change :14324 5 to 8 : 21 Mean :1995   
## under 6 months: 4 more than 8: 2 3rd Qu.:1996   
## Max. :1996   
##   
## BasePolicy   
## All Perils:4449   
## Collision :5962   
## Liability :5009   
##   
##   
##   
##

#convert numeric to factors  
claims$Year <- as.factor(claims$Year)  
claims$RepNumber <- as.factor(claims$RepNumber)  
claims$WeekOfMonth <- as.factor(claims$WeekOfMonth)  
claims$WeekOfMonthClaimed <- as.factor(claims$WeekOfMonthClaimed)  
claims$FraudFound\_P <- as.factor(claims$FraudFound\_P)  
  
summary(claims$AgeOfPolicyHolder[which(claims$Age == 0)])

## 16 to 17 18 to 20 21 to 25 26 to 30 31 to 35 36 to 40 41 to 50 51 to 65   
## 320 0 0 0 0 0 0 0   
## over 65   
## 0

#Since Age and AgeOfPolicyHolder variables both are the same and as Age variable has missing data, we will drop it. Moreover, variable AgeOfPolicyHolder is already divided into bins  
claims <-claims[-11]

## check if there are any missing values in the dataset

sum(is.na(claims))

## [1] 0

## no missing values found

#Policy number will also cause over-fitting, hence remove it  
  
claims<-claims[,-c(16)]

claims$FraudFound\_P <-as.factor(claims$FraudFound\_P)#encode as factor  
table(claims$FraudFound\_P)#see distribution of Response variable- Fraud\_Found\_P

##   
## 0 1   
## 14497 923

contrasts(claims$FraudFound\_P) #see how factor is encoded

## 1  
## 0 0  
## 1 1

count <- table(claims$FraudFound\_P)   
prop <- round(count/length(claims$FraudFound\_P),2)  
b <- plot(claims$FraudFound\_P, xlab='Fraud', ylab='No of Claims', main='Percentage Frauds', legend = rownames(count),beside=TRUE, col=c("green","red"))   
text(b, count, prop, pos=1)
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# Exploratory ANalysis

b <- plot(claims$Sex,claims$FraudFound\_P , ylab='Fraud Found', xlab='Sex', main='Percentage Frauds by Gender', col=c("green","red"))
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counts <- table(claims$FraudFound\_P,claims$Sex)  
barplot(counts, main="Fraud Distribution by Gender",  
 ylab="Fraud Found", xlab= "Gender",  
 legend = rownames(counts),beside=TRUE, col=c("green","red"))  
text(b, counts, prop, pos=1)
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b <- plot(claims$WitnessPresent,claims$FraudFound\_P , ylab='Fraud Found', xlab='WitnessPresent', main='Percentage Frauds by WitnessPresent', col=c("green","red"))
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counts <- table(claims$FraudFound\_P,claims$WitnessPresent)  
barplot(counts, main="Fraud Distribution by WitnessPresent",  
 ylab="Fraud Found", xlab= "WitnessPresent",  
 legend = rownames(counts),beside=TRUE, col=c("green","red"))  
text(b, counts, prop, pos=1)
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#extract numeric variables  
claims\_num <-claims[,sapply(claims,is.numeric)]  
#claims\_num <-claims[,colnames]

#see correlation between the numeric predictors  
library(corrplot)

## Warning: package 'corrplot' was built under R version 3.5.3

## corrplot 0.84 loaded

correlations <- cor(claims\_num)  
corrplot(correlations, method="circle")
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# We do not get any additional insights from the two numeric variables

#pairs(claims\_num, claims$FraudFound\_P)

# Stacked Bar Plot with Colors and Legend  
counts <- table(claims$RepNumber, claims$FraudFound\_P)  
barplot(counts, main="Fraud Distribution by Rep Number",  
 xlab="Fraud Found by Rep Number", ylab= "Number of Claims",  
 legend = rownames(counts),beside=TRUE)
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plot(claims$RepNumber, claims$FraudFound\_P, main= "Percent fraudulent claims by Rep Number", ylab="Fraud Found", xlab= "Rep Number",col=c("green","red"))

![](data:image/png;base64,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)

set.seed(123)  
#split into training (65%) and test(35%) data by random partitioning  
x <- claims[, -15]  
y <- claims$FraudFound\_P  
n <- nrow(x)  
  
train <- sample(1:n, floor(0.65 \* n))  
  
y\_test <- y[-train]  
y\_train <- y[train]  
x\_test <- x[-train, ]  
x\_train <- x[train, ]

## Multiple logistic regression model

glm\_full <- glm(y\_train ~ ., data=x\_train, family=binomial,maxit = 100)

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

summary(glm\_full)

##   
## Call:  
## glm(formula = y\_train ~ ., family = binomial, data = x\_train,   
## maxit = 100)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.5206 -0.4248 -0.1598 -0.1049 3.3641   
##   
## Coefficients: (5 not defined because of singularities)  
## Estimate Std. Error z value  
## (Intercept) -3.080e+12 1.482e+13 -2.080e-01  
## MonthAug -2.433e-01 3.853e-01 -6.310e-01  
## MonthDec -7.168e-02 3.880e-01 -1.850e-01  
## MonthFeb -3.572e-02 3.398e-01 -1.050e-01  
## MonthJan -9.775e-02 3.599e-01 -2.720e-01  
## MonthJul -3.157e-01 3.603e-01 -8.760e-01  
## MonthJun 1.257e-01 3.306e-01 3.800e-01  
## MonthMar 4.804e-01 2.619e-01 1.834e+00  
## MonthMay -1.175e-01 2.649e-01 -4.440e-01  
## MonthNov 1.121e-01 4.162e-01 2.690e-01  
## MonthOct 4.237e-02 4.119e-01 1.030e-01  
## MonthSep -6.043e-02 4.011e-01 -1.510e-01  
## WeekOfMonth2 1.486e-01 1.384e-01 1.074e+00  
## WeekOfMonth3 -1.689e-02 1.480e-01 -1.140e-01  
## WeekOfMonth4 -8.584e-02 1.481e-01 -5.800e-01  
## WeekOfMonth5 -1.598e-01 1.794e-01 -8.910e-01  
## DayOfWeekMonday -9.348e-02 1.540e-01 -6.070e-01  
## DayOfWeekSaturday -9.363e-02 1.605e-01 -5.830e-01  
## DayOfWeekSunday 5.075e-02 1.650e-01 3.080e-01  
## DayOfWeekThursday -1.333e-01 1.618e-01 -8.240e-01  
## DayOfWeekTuesday -1.125e-01 1.593e-01 -7.060e-01  
## DayOfWeekWednesday -1.212e-01 1.650e-01 -7.340e-01  
## MakeBMW -4.504e+15 2.122e+07 -2.122e+08  
## MakeChevrolet -4.966e-01 2.372e-01 -2.093e+00  
## MakeDodge -8.816e-01 7.747e-01 -1.138e+00  
## MakeFerrari -4.504e+15 6.711e+07 -6.711e+07  
## MakeFord -2.001e-01 3.034e-01 -6.590e-01  
## MakeHonda -4.039e-01 2.353e-01 -1.716e+00  
## MakeJaguar -4.504e+15 3.356e+07 -1.342e+08  
## MakeLexus -4.504e+15 6.711e+07 -6.711e+07  
## MakeMazda -4.143e-01 2.331e-01 -1.777e+00  
## MakeMecedes -4.504e+15 4.745e+07 -9.490e+07  
## MakeMercury -6.512e-01 5.703e-01 -1.142e+00  
## MakeNisson -7.403e-01 1.077e+00 -6.870e-01  
## MakePontiac -4.775e-01 2.214e-01 -2.157e+00  
## MakePorche -4.504e+15 3.355e+07 -1.342e+08  
## MakeSaab -4.857e-02 4.435e-01 -1.100e-01  
## MakeSaturn -7.688e-01 6.571e-01 -1.170e+00  
## MakeToyota -3.434e-01 2.253e-01 -1.524e+00  
## MakeVW -1.245e+00 4.739e-01 -2.628e+00  
## AccidentAreaUrban -1.655e-01 1.315e-01 -1.258e+00  
## DayOfWeekClaimedFriday 3.080e+12 1.482e+13 2.080e-01  
## DayOfWeekClaimedMonday 3.080e+12 1.482e+13 2.080e-01  
## DayOfWeekClaimedSaturday 3.080e+12 1.482e+13 2.080e-01  
## DayOfWeekClaimedSunday 3.080e+12 1.482e+13 2.080e-01  
## DayOfWeekClaimedThursday 3.080e+12 1.482e+13 2.080e-01  
## DayOfWeekClaimedTuesday 3.080e+12 1.482e+13 2.080e-01  
## DayOfWeekClaimedWednesday 3.080e+12 1.482e+13 2.080e-01  
## MonthClaimedApr -2.848e-01 3.997e-01 -7.130e-01  
## MonthClaimedAug 5.192e-01 2.977e-01 1.744e+00  
## MonthClaimedDec -5.457e-01 4.167e-01 -1.309e+00  
## MonthClaimedFeb -3.136e-01 4.198e-01 -7.470e-01  
## MonthClaimedJan -1.017e-01 4.057e-01 -2.510e-01  
## MonthClaimedJul -7.241e-02 3.458e-01 -2.090e-01  
## MonthClaimedJun -3.099e-02 3.728e-01 -8.300e-02  
## MonthClaimedMar -3.460e-01 4.054e-01 -8.540e-01  
## MonthClaimedMay 4.327e-02 3.915e-01 1.110e-01  
## MonthClaimedNov -9.400e-01 4.105e-01 -2.290e+00  
## MonthClaimedOct -1.107e-01 3.139e-01 -3.520e-01  
## MonthClaimedSep NA NA NA  
## WeekOfMonthClaimed2 -2.902e-01 1.398e-01 -2.076e+00  
## WeekOfMonthClaimed3 -1.305e-01 1.466e-01 -8.900e-01  
## WeekOfMonthClaimed4 3.495e-02 1.422e-01 2.460e-01  
## WeekOfMonthClaimed5 -2.355e-01 1.995e-01 -1.180e+00  
## SexMale 3.012e-01 1.391e-01 2.165e+00  
## MaritalStatusMarried 5.696e-02 6.280e-01 9.100e-02  
## MaritalStatusSingle -1.467e-02 6.341e-01 -2.300e-02  
## MaritalStatusWidow 9.111e-01 1.041e+00 8.750e-01  
## FaultThird Party -2.879e+00 2.203e-01 -1.306e+01  
## PolicyTypeSedan - Collision -5.457e-01 1.024e-01 -5.330e+00  
## PolicyTypeSedan - Liability -3.004e+00 2.099e-01 -1.431e+01  
## PolicyTypeSport - All Perils -9.895e+01 1.937e+07 0.000e+00  
## PolicyTypeSport - Collision 5.758e-01 2.889e-01 1.993e+00  
## PolicyTypeSport - Liability -9.960e+01 6.711e+07 0.000e+00  
## PolicyTypeUtility - All Perils -4.112e-01 2.580e-01 -1.594e+00  
## PolicyTypeUtility - Collision -2.539e-01 6.583e-01 -3.860e-01  
## PolicyTypeUtility - Liability -9.944e+01 1.794e+07 0.000e+00  
## VehicleCategorySport NA NA NA  
## VehicleCategoryUtility NA NA NA  
## VehiclePrice30000 to 39000 5.406e-02 1.265e-01 4.270e-01  
## VehiclePrice40000 to 59000 5.598e-01 2.687e-01 2.084e+00  
## VehiclePrice60000 to 69000 5.846e-02 7.770e-01 7.500e-02  
## VehiclePriceless than 20000 7.632e-02 1.575e-01 4.840e-01  
## VehiclePricemore than 69000 1.899e-01 1.762e-01 1.078e+00  
## RepNumber2 -2.186e-02 2.425e-01 -9.000e-02  
## RepNumber3 6.456e-02 2.356e-01 2.740e-01  
## RepNumber4 -2.972e-01 2.544e-01 -1.169e+00  
## RepNumber5 -1.232e-01 2.416e-01 -5.100e-01  
## RepNumber6 -7.044e-03 2.368e-01 -3.000e-02  
## RepNumber7 2.434e-01 2.236e-01 1.088e+00  
## RepNumber8 -3.793e-01 2.575e-01 -1.473e+00  
## RepNumber9 3.522e-02 2.370e-01 1.490e-01  
## RepNumber10 1.078e-01 2.248e-01 4.790e-01  
## RepNumber11 -8.842e-02 2.384e-01 -3.710e-01  
## RepNumber12 -3.325e-01 2.512e-01 -1.324e+00  
## RepNumber13 2.939e-01 2.350e-01 1.251e+00  
## RepNumber14 -3.907e-02 2.453e-01 -1.590e-01  
## RepNumber15 -6.170e-01 2.646e-01 -2.331e+00  
## RepNumber16 -2.576e-01 2.455e-01 -1.049e+00  
## Deductible 3.065e-04 1.041e-03 2.950e-01  
## DriverRating -1.245e-02 3.921e-02 -3.170e-01  
## Days\_Policy\_Accident15 to 30 1.599e+02 2.373e+07 0.000e+00  
## Days\_Policy\_Accident8 to 15 1.602e+02 2.373e+07 0.000e+00  
## Days\_Policy\_Accidentmore than 30 1.612e+02 2.373e+07 0.000e+00  
## Days\_Policy\_Accidentnone 1.616e+02 2.373e+07 0.000e+00  
## Days\_Policy\_Claim8 to 15 -3.749e-01 1.400e+00 -2.680e-01  
## Days\_Policy\_Claimmore than 30 -1.252e+00 8.543e-01 -1.465e+00  
## Days\_Policy\_Claimnone 3.080e+12 1.482e+13 2.080e-01  
## PastNumberOfClaims2 to 4 3.275e-01 1.202e-01 2.726e+00  
## PastNumberOfClaimsmore than 4 1.543e-01 1.842e-01 8.370e-01  
## PastNumberOfClaimsnone 1.648e-01 1.181e-01 1.395e+00  
## AgeOfVehicle3 years 1.858e+00 1.167e+00 1.592e+00  
## AgeOfVehicle4 years 2.352e+00 1.156e+00 2.035e+00  
## AgeOfVehicle5 years 1.946e+00 1.155e+00 1.685e+00  
## AgeOfVehicle6 years 1.833e+00 1.153e+00 1.589e+00  
## AgeOfVehicle7 years 1.608e+00 1.154e+00 1.393e+00  
## AgeOfVehiclemore than 7 1.556e+00 1.159e+00 1.343e+00  
## AgeOfVehiclenew -9.163e-01 2.259e+00 -4.060e-01  
## AgeOfPolicyHolder18 to 20 -2.827e+00 2.319e+00 -1.219e+00  
## AgeOfPolicyHolder21 to 25 -2.813e+00 1.991e+00 -1.413e+00  
## AgeOfPolicyHolder26 to 30 -3.383e+00 1.966e+00 -1.721e+00  
## AgeOfPolicyHolder31 to 35 -3.002e+00 1.955e+00 -1.535e+00  
## AgeOfPolicyHolder36 to 40 -2.955e+00 1.958e+00 -1.509e+00  
## AgeOfPolicyHolder41 to 50 -3.125e+00 1.961e+00 -1.593e+00  
## AgeOfPolicyHolder51 to 65 -3.224e+00 1.965e+00 -1.641e+00  
## AgeOfPolicyHolderover 65 -3.129e+00 1.973e+00 -1.586e+00  
## PoliceReportFiledYes -3.808e-01 3.111e-01 -1.224e+00  
## WitnessPresentYes -2.665e-01 7.547e-01 -3.530e-01  
## AgentTypeInternal -6.812e-01 6.020e-01 -1.132e+00  
## NumberOfSuppliments3 to 5 -4.407e-02 1.687e-01 -2.610e-01  
## NumberOfSupplimentsmore than 5 1.087e-01 1.442e-01 7.540e-01  
## NumberOfSupplimentsnone 1.665e-01 1.298e-01 1.282e+00  
## AddressChange\_Claim2 to 3 years 9.184e-01 4.967e-01 1.849e+00  
## AddressChange\_Claim4 to 8 years -9.505e-01 5.432e-01 -1.750e+00  
## AddressChange\_Claimno change -5.555e-01 4.476e-01 -1.241e+00  
## AddressChange\_Claimunder 6 months 1.034e+02 3.875e+07 0.000e+00  
## NumberOfCars2 vehicles 8.964e-02 5.523e-01 1.620e-01  
## NumberOfCars3 to 4 6.961e-02 2.742e-01 2.540e-01  
## NumberOfCars5 to 8 8.112e-01 1.099e+00 7.380e-01  
## NumberOfCarsmore than 8 -9.918e+01 4.745e+07 0.000e+00  
## Year1995 -1.392e-01 1.038e-01 -1.341e+00  
## Year1996 -1.639e-01 1.103e-01 -1.486e+00  
## BasePolicyCollision NA NA NA  
## BasePolicyLiability NA NA NA  
## Pr(>|z|)   
## (Intercept) 0.83541   
## MonthAug 0.52779   
## MonthDec 0.85345   
## MonthFeb 0.91628   
## MonthJan 0.78594   
## MonthJul 0.38081   
## MonthJun 0.70375   
## MonthMar 0.06660 .   
## MonthMay 0.65738   
## MonthNov 0.78758   
## MonthOct 0.91808   
## MonthSep 0.88024   
## WeekOfMonth2 0.28287   
## WeekOfMonth3 0.90915   
## WeekOfMonth4 0.56215   
## WeekOfMonth5 0.37298   
## DayOfWeekMonday 0.54376   
## DayOfWeekSaturday 0.55974   
## DayOfWeekSunday 0.75836   
## DayOfWeekThursday 0.40992   
## DayOfWeekTuesday 0.48004   
## DayOfWeekWednesday 0.46278   
## MakeBMW < 2e-16 \*\*\*  
## MakeChevrolet 0.03635 \*   
## MakeDodge 0.25513   
## MakeFerrari < 2e-16 \*\*\*  
## MakeFord 0.50970   
## MakeHonda 0.08614 .   
## MakeJaguar < 2e-16 \*\*\*  
## MakeLexus < 2e-16 \*\*\*  
## MakeMazda 0.07555 .   
## MakeMecedes < 2e-16 \*\*\*  
## MakeMercury 0.25345   
## MakeNisson 0.49183   
## MakePontiac 0.03101 \*   
## MakePorche < 2e-16 \*\*\*  
## MakeSaab 0.91280   
## MakeSaturn 0.24197   
## MakeToyota 0.12745   
## MakeVW 0.00859 \*\*   
## AccidentAreaUrban 0.20844   
## DayOfWeekClaimedFriday 0.83541   
## DayOfWeekClaimedMonday 0.83541   
## DayOfWeekClaimedSaturday 0.83541   
## DayOfWeekClaimedSunday 0.83541   
## DayOfWeekClaimedThursday 0.83541   
## DayOfWeekClaimedTuesday 0.83541   
## DayOfWeekClaimedWednesday 0.83541   
## MonthClaimedApr 0.47613   
## MonthClaimedAug 0.08112 .   
## MonthClaimedDec 0.19041   
## MonthClaimedFeb 0.45502   
## MonthClaimedJan 0.80215   
## MonthClaimedJul 0.83412   
## MonthClaimedJun 0.93375   
## MonthClaimedMar 0.39330   
## MonthClaimedMay 0.91199   
## MonthClaimedNov 0.02202 \*   
## MonthClaimedOct 0.72447   
## MonthClaimedSep NA   
## WeekOfMonthClaimed2 0.03786 \*   
## WeekOfMonthClaimed3 0.37364   
## WeekOfMonthClaimed4 0.80580   
## WeekOfMonthClaimed5 0.23786   
## SexMale 0.03039 \*   
## MaritalStatusMarried 0.92773   
## MaritalStatusSingle 0.98155   
## MaritalStatusWidow 0.38148   
## FaultThird Party < 2e-16 \*\*\*  
## PolicyTypeSedan - Collision 9.84e-08 \*\*\*  
## PolicyTypeSedan - Liability < 2e-16 \*\*\*  
## PolicyTypeSport - All Perils 1.00000   
## PolicyTypeSport - Collision 0.04628 \*   
## PolicyTypeSport - Liability 1.00000   
## PolicyTypeUtility - All Perils 0.11092   
## PolicyTypeUtility - Collision 0.69972   
## PolicyTypeUtility - Liability 1.00000   
## VehicleCategorySport NA   
## VehicleCategoryUtility NA   
## VehiclePrice30000 to 39000 0.66922   
## VehiclePrice40000 to 59000 0.03718 \*   
## VehiclePrice60000 to 69000 0.94003   
## VehiclePriceless than 20000 0.62804   
## VehiclePricemore than 69000 0.28115   
## RepNumber2 0.92817   
## RepNumber3 0.78402   
## RepNumber4 0.24257   
## RepNumber5 0.61008   
## RepNumber6 0.97627   
## RepNumber7 0.27642   
## RepNumber8 0.14072   
## RepNumber9 0.88184   
## RepNumber10 0.63163   
## RepNumber11 0.71076   
## RepNumber12 0.18565   
## RepNumber13 0.21110   
## RepNumber14 0.87347   
## RepNumber15 0.01973 \*   
## RepNumber16 0.29409   
## Deductible 0.76836   
## DriverRating 0.75087   
## Days\_Policy\_Accident15 to 30 0.99999   
## Days\_Policy\_Accident8 to 15 0.99999   
## Days\_Policy\_Accidentmore than 30 0.99999   
## Days\_Policy\_Accidentnone 0.99999   
## Days\_Policy\_Claim8 to 15 0.78894   
## Days\_Policy\_Claimmore than 30 0.14285   
## Days\_Policy\_Claimnone 0.83541   
## PastNumberOfClaims2 to 4 0.00642 \*\*   
## PastNumberOfClaimsmore than 4 0.40235   
## PastNumberOfClaimsnone 0.16288   
## AgeOfVehicle3 years 0.11132   
## AgeOfVehicle4 years 0.04184 \*   
## AgeOfVehicle5 years 0.09193 .   
## AgeOfVehicle6 years 0.11206   
## AgeOfVehicle7 years 0.16349   
## AgeOfVehiclemore than 7 0.17939   
## AgeOfVehiclenew 0.68502   
## AgeOfPolicyHolder18 to 20 0.22274   
## AgeOfPolicyHolder21 to 25 0.15770   
## AgeOfPolicyHolder26 to 30 0.08521 .   
## AgeOfPolicyHolder31 to 35 0.12468   
## AgeOfPolicyHolder36 to 40 0.13127   
## AgeOfPolicyHolder41 to 50 0.11110   
## AgeOfPolicyHolder51 to 65 0.10081   
## AgeOfPolicyHolderover 65 0.11278   
## PoliceReportFiledYes 0.22081   
## WitnessPresentYes 0.72405   
## AgentTypeInternal 0.25781   
## NumberOfSuppliments3 to 5 0.79391   
## NumberOfSupplimentsmore than 5 0.45086   
## NumberOfSupplimentsnone 0.19967   
## AddressChange\_Claim2 to 3 years 0.06448 .   
## AddressChange\_Claim4 to 8 years 0.08011 .   
## AddressChange\_Claimno change 0.21456   
## AddressChange\_Claimunder 6 months 1.00000   
## NumberOfCars2 vehicles 0.87106   
## NumberOfCars3 to 4 0.79963   
## NumberOfCars5 to 8 0.46061   
## NumberOfCarsmore than 8 1.00000   
## Year1995 0.17993   
## Year1996 0.13739   
## BasePolicyCollision NA   
## BasePolicyLiability NA   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 4689.6 on 10022 degrees of freedom  
## Residual deviance: 3747.0 on 9884 degrees of freedom  
## AIC: 4025  
##   
## Number of Fisher Scoring iterations: 100

## making predictions and evaluating accuracy of full model

glm\_full\_pred <- predict(glm\_full, newdata = x\_test, type="response")

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

glm\_full\_pred <-ifelse(glm\_full\_pred >=0.5,1,0)  
  
library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

glm\_full\_pred <- as.factor(glm\_full\_pred)  
confusionMatrix(data=glm\_full\_pred, y\_test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 5092 292  
## 1 9 4  
##   
## Accuracy : 0.9442   
## 95% CI : (0.9378, 0.9502)  
## No Information Rate : 0.9452   
## P-Value [Acc > NIR] : 0.6318   
##   
## Kappa : 0.0214   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.99824   
## Specificity : 0.01351   
## Pos Pred Value : 0.94577   
## Neg Pred Value : 0.30769   
## Prevalence : 0.94515   
## Detection Rate : 0.94349   
## Detection Prevalence : 0.99759   
## Balanced Accuracy : 0.50587   
##   
## 'Positive' Class : 0   
##

## Evaluating full model performace using AUC

library(ROCR)

## Loading required package: gplots

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

p <- predict(glm\_full, newdata=x\_test, type="response")

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

pr2 <- prediction(p, y\_test)  
prf2 <- performance(pr2, measure = "tpr", x.measure = "fpr")  
plot(prf2)
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auc1 <- performance(pr2, measure = "auc")  
auc1 <- auc1@y.values[[1]]  
print(auc1)

## [1] 0.7950657

# Basic Random forest model

library(randomForest)

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

table(claims$FraudFound\_P)

##   
## 0 1   
## 14497 923

set.seed(999)  
  
rf1 <- randomForest(FraudFound\_P ~ ., data=claims,importance = TRUE, ntree=1000, subset=train)  
rf1

##   
## Call:  
## randomForest(formula = FraudFound\_P ~ ., data = claims, importance = TRUE, ntree = 1000, subset = train)   
## Type of random forest: classification  
## Number of trees: 1000  
## No. of variables tried at each split: 5  
##   
## OOB estimate of error rate: 6.26%  
## Confusion matrix:  
## 0 1 class.error  
## 0 9395 1 0.0001064283  
## 1 626 1 0.9984051037

varImpPlot(rf1, type=1)
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plot(c(1:1000), rf1$err.rate[,1], type='l')

![](data:image/png;base64,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)

rf1\_pred <- predict(rf1, newdata = claims[-train, ])

# RF model accuracy for test set

confusionMatrix(data=rf1\_pred, y\_test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 5099 294  
## 1 2 2  
##   
## Accuracy : 0.9452   
## 95% CI : (0.9387, 0.9511)  
## No Information Rate : 0.9452   
## P-Value [Acc > NIR] : 0.5155   
##   
## Kappa : 0.0119   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.999608   
## Specificity : 0.006757   
## Pos Pred Value : 0.945485   
## Neg Pred Value : 0.500000   
## Prevalence : 0.945155   
## Detection Rate : 0.944784   
## Detection Prevalence : 0.999259   
## Balanced Accuracy : 0.503182   
##   
## 'Positive' Class : 0   
##

#claims$FraudFound\_P <- as.factor(claims$FraudFound\_P)  
library(caret)  
#data(GermanCredit)  
Train <- createDataPartition(claims$FraudFound\_P, p=0.6, list=FALSE)  
training <- claims[ Train, ]  
testing <- claims[ -Train, ]

# Logistic Regresion with 10 fold cross validation

library(caret)  
# Define training control  
set.seed(123)  
train.control <- trainControl(method = "repeatedcv",   
 number = 10, repeats = 1)  
# Train the model  
model <- train(FraudFound\_P ~., data = claims, method="glm", family="binomial",  
 trControl = train.control)

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading  
  
## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

# Summarize the results  
print(model)

## Generalized Linear Model   
##   
## 15420 samples  
## 30 predictor  
## 2 classes: '0', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 1 times)   
## Summary of sample sizes: 13877, 13879, 13879, 13877, 13878, 13878, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.9393648 0.02038686

pred = predict(model, newdata=x\_test)

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

confusionMatrix(data=pred, y\_test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 5098 289  
## 1 3 7  
##   
## Accuracy : 0.9459   
## 95% CI : (0.9395, 0.9518)  
## No Information Rate : 0.9452   
## P-Value [Acc > NIR] : 0.4204   
##   
## Kappa : 0.0423   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.99941   
## Specificity : 0.02365   
## Pos Pred Value : 0.94635   
## Neg Pred Value : 0.70000   
## Prevalence : 0.94515   
## Detection Rate : 0.94460   
## Detection Prevalence : 0.99815   
## Balanced Accuracy : 0.51153   
##   
## 'Positive' Class : 0   
##

# Logistic Regresion with 10 fold cross validation and upsampling

# Define training control for upsampling  
set.seed(123)  
train.control2 <- trainControl(method = "repeatedcv",   
 number = 10, repeats = 1, sampling = "up")  
# Train the model  
model2 <- train(FraudFound\_P ~., data = claims, method="glm", family="binomial",  
 trControl = train.control2)

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading  
  
## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

## Warning: glm.fit: algorithm did not converge

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

# Summarize the results  
print(model2)

## Generalized Linear Model   
##   
## 15420 samples  
## 30 predictor  
## 2 classes: '0', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold, repeated 1 times)   
## Summary of sample sizes: 13877, 13879, 13879, 13877, 13878, 13878, ...   
## Addtional sampling using up-sampling  
##   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.6598555 0.1398895

pred = predict(model2, newdata=x\_test)

## Warning in predict.lm(object, newdata, se.fit, scale = 1, type =  
## ifelse(type == : prediction from a rank-deficient fit may be misleading

confusionMatrix(data=pred, y\_test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 3270 24  
## 1 1831 272  
##   
## Accuracy : 0.6563   
## 95% CI : (0.6434, 0.669)  
## No Information Rate : 0.9452   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : 0.1445   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.6411   
## Specificity : 0.9189   
## Pos Pred Value : 0.9927   
## Neg Pred Value : 0.1293   
## Prevalence : 0.9452   
## Detection Rate : 0.6059   
## Detection Prevalence : 0.6103   
## Balanced Accuracy : 0.7800   
##   
## 'Positive' Class : 0   
##

# Random Forest with 5 fold cross validation and upsampling

set.seed(123)  
train.control3 <- trainControl(method = "repeatedcv",   
 number = 5, repeats = 1, sampling = "up")  
mtry <- sqrt(ncol(claims))  
#tunegrid <- expand.grid(.mtry=mtry)  
rf\_default <- train(FraudFound\_P~.,   
 data=claims,   
 method='rf',   
 #metric='Accuracy',   
 #tuneGrid=tunegrid,  
 ntree=10 ,  
 trControl=train.control3)  
print(rf\_default)

## Random Forest   
##   
## 15420 samples  
## 30 predictor  
## 2 classes: '0', '1'   
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold, repeated 1 times)   
## Summary of sample sizes: 12337, 12336, 12335, 12335, 12337   
## Addtional sampling using up-sampling  
##   
## Resampling results across tuning parameters:  
##   
## mtry Accuracy Kappa   
## 2 0.6410508 0.08848772  
## 72 0.9305446 0.12735576  
## 143 0.9240593 0.15302040  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was mtry = 72.

pred = predict(rf\_default, newdata=x\_test)  
confusionMatrix(data=pred, y\_test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 5099 0  
## 1 2 296  
##   
## Accuracy : 0.9996   
## 95% CI : (0.9987, 1)  
## No Information Rate : 0.9452   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.9964   
## Mcnemar's Test P-Value : 0.4795   
##   
## Sensitivity : 0.9996   
## Specificity : 1.0000   
## Pos Pred Value : 1.0000   
## Neg Pred Value : 0.9933   
## Prevalence : 0.9452   
## Detection Rate : 0.9448   
## Detection Prevalence : 0.9448   
## Balanced Accuracy : 0.9998   
##   
## 'Positive' Class : 0   
##