# Sử dụng Machine Learning để dự đoán IC50 của một hỗn hợp các chất

## Phần 0: Tiền xử lý dữ liệu

\* Đây là bước để lấy dữ liệu từ bảng và gán chúng vào một số biến để xử lý

* Import một số thư viện

import numpy as np  
import matplotlib.pyplot as plt  
import pandas as pd  
from sklearn.metrics import r2\_score  
import math

### Import dữ liệu và gán chúng vào biến

* X là chứa dữ liệu phổ của các chất từ 500 -> 210
* y là chứa dữ liệu log(IC50) của từng mẫu

dataset = pd.read\_excel('Samples\_data.xlsx', sheet\_name='Sheet1')  
rows = dataset.shape[0]  
cols = dataset.shape[1]  
X = dataset.iloc[:rows, 1:cols-2].values  
y = dataset.iloc[:, cols-1].values

y = y.reshape(len(y),1)

X

array([[ 12.75, 13.73, 312.75, 330.39, 360.78, 128.43],  
 [ 28.97, 32.07, 486.21, 516.21, 493.45, 212.07],  
 [ 28.09, 30.64, 351.06, 371.49, 471.06, 153.19],  
 [ 14.38, 16.44, 447.95, 474.66, 376.03, 152.05],  
 [ 24. , 26. , 663. , 701. , 494. , 149. ],  
 [ 21.58, 23.74, 611.87, 645.32, 568.71, 184.53],  
 [ 21.43, 23.21, 408.93, 432.14, 458.93, 184.82],  
 [ 14.79, 16.9 , 460.56, 488.03, 386.62, 156.34],  
 [ 43.01, 44.12, 432.35, 455.51, 515.07, 207.35],  
 [ 18. , 19.71, 401.14, 424.29, 474. , 173.14],  
 [ 20.27, 22.3 , 400.34, 423.65, 486.49, 168.24],  
 [ 30.79, 32.78, 480.79, 507.62, 493.71, 128.15],  
 [ 18.35, 20.5 , 424.1 , 448.92, 560.07, 209.35],  
 [ 17.12, 18.75, 339.13, 366.85, 1027.99, 109.24],  
 [ 36.36, 38.18, 503.64, 531.82, 516.36, 173.64],  
 [ 17.71, 18.75, 319.79, 338.54, 396.88, 136.46],  
 [ 23.84, 25.83, 328.81, 349.67, 427.15, 128.15]])

y

array([[4.89],  
 [4.96],  
 [5. ],  
 [5.03],  
 [5.1 ],  
 [5.12],  
 [5.14],  
 [5.16],  
 [5.19],  
 [5.2 ],  
 [5.3 ],  
 [5.37],  
 [5.4 ],  
 [5.42],  
 [5.5 ],  
 [5.24],  
 [5.62]])

## Lấy dữ liệu để huấn luyện và dữ liệu để test

* Các dữ liệu để test theo như bài báo đề cập là S2, S8, S12, S15, S3
* Còn lại là dữ liệu để huấn luyện
* X\_test là dữ liệu phổ các chất dùng để test
* y\_test là dữ liệu log(IC50) dùng để test
* X\_train là dữ liệu phổ các chất dùng để huấn luyện
* y\_train là dữ liệu log(IC50) dùng để huấn luyện
* Sử dụng Standard Scalar để scale lại bộ dữ liệu training

from sklearn.preprocessing import StandardScaler  
sc\_X = StandardScaler()  
sc\_y = StandardScaler()  
X = sc\_X.fit\_transform(X)  
y = sc\_y.fit\_transform(y)

X\_test = []  
y\_test = []  
X\_train = []  
y\_train = []  
for i in range(0, X.shape[0]):  
 if i in (2, 5, 6, 9, 13):  
 X\_test.append(X[i])  
 y\_test.append(y[i])  
 else:  
 X\_train.append(X[i])  
 y\_train.append(y[i])  
X\_test = np.array(X\_test)  
y\_test = np.array(y\_test)  
X\_train = np.array(X\_train)  
y\_train = np.array(y\_train)

X\_test\_origin = sc\_X.inverse\_transform(X\_test)  
y\_test\_origin = sc\_y.inverse\_transform(y\_test)  
X\_train\_origin = sc\_X.inverse\_transform(X\_train)  
y\_train\_origin = sc\_y.inverse\_transform(y\_train)

## Phần 1: Multiple Linear Regression (MLR)

### Kiểm tra dựa trên model trên bài báo

* Bằng việc Sử dụng thuật toán MLR, nhóm tác giả đã tạo được mô hình như ở bên dưới
* Có một điểm lưu ý là thay vì sử dụng toàn bộ 6 chất từ 500 đến 210, họ chỉ sử dụng 3 chất từ 405 đến 210 làm tham số cho mô hình. Em đang tìm hiểu vì sao lại có cái này và có thể là họ sử dụng một phương pháp là Backward Elemination để loại bỏ một số chất không có nhiều ảnh hưởng đi.

![image.png](data:image/png;base64,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)

Ở đây, em với thử nghiệm mô hình này với từng tham số trong tập test, tính toán kết quả cả nó bằng phương trình trên và so sánh nó với kết quả thực tế mà người ta đo đạc được.

y\_pred\_pp = []  
for i in range(0, X\_test\_origin.shape[0]):   
 log\_ic50 = 4.7945 - 0.9872\*X\_test\_origin[i][3]+3.6022\*X\_test\_origin[i][4]-4.6717\*X\_test\_origin[i][5]  
 y\_pred\_pp.append(log\_ic50)  
   
y\_pred\_pp = np.array(y\_pred\_pp)  
print("Dự đoán vs Thực tế")  
print(np.concatenate( (y\_pred\_pp.reshape(len(y\_pred\_pp), 1), y\_test\_origin.reshape(len(y\_test\_origin), 1)), axis=1))

Dự đoán vs Thực tế  
[[ 619.25 5. ]  
 [ 554.27 5.12]  
 [ 367.92 5.14]  
 [ 484.52 5.2 ]  
 [2835.33 5.42]]

* Kết quả có gì đó không ổn, em đang tìm hiểu thêm về việc này

### Sử dụng thư viện để tự xây dựng mô hình

* Ở đây, thay vì chỉ sử dụng 3 tham số đầu vào như của nhóm tác giả, em sử dụng cả 6 tham số để xây dựng mô hình.
* Multiple Linear Regression là thuật toán đã được xây dựng sẵn trên thư viện sklearn, một thư viện rất nhiều người dùng trong cộng đồng học máy, mục đích ở đây là tham khảo xem là thư viện sẽ xây dựng được mô hình như thế nào.
* Theo như em đọc được ở bài nghiên cứu sau thì nhóm tác giả không sử dụng code để xây dựng mô hình mà sử dụng 2 phần mềm là Weka 3.8.1 và JMP 13.0

# Import và tạo Regression Model  
from sklearn.linear\_model import LinearRegression  
mlr = LinearRegression()  
# Huấn luyện mô hình với tập dữ liệu huấn luyện  
mlr.fit(X\_train, y\_train)

LinearRegression()

# Thực hiện dự đoán với các kết quả test bằng việc sử dụng mô hình  
y\_pred\_mlr = sc\_y.inverse\_transform(mlr.predict(X\_test))  
np.set\_printoptions(precision=2)  
# In kết quả dự đoán so với thực tế đo được  
print("MLR: Dự đoán vs thực tế")  
merge\_mlr = np.concatenate(   
 (y\_pred\_mlr.reshape(len(y\_pred\_mlr), 1), y\_test\_origin.reshape(len(y\_test\_origin), 1)), axis=1)  
print(merge\_mlr)

MLR: Dự đoán vs thực tế  
[[5.36 5. ]  
 [5.14 5.12]  
 [5.07 5.14]  
 [5.22 5.2 ]  
 [8.63 5.42]]

mlr.coef\_

array([[ 4.16, -3.93, -55.88, 55.05, 2.9 , -0.82]])

mlr.coef\_

array([[ 4.16, -3.93, -55.88, 55.05, 2.9 , -0.82]])

print("Tham số phương trình: f(x) = a0 + a1\*A500 + a2\*A495 + a3\*A410 + a4\*A405 + a5\*230 + a6\*210")  
print("với a0 = " + str(mlr.intercept\_[0]))  
print("a1 = " + str(mlr.coef\_[0][0]))  
print("a2 = " + str(mlr.coef\_[0][1]))  
print("a3 = " + str(mlr.coef\_[0][2]))  
print("a4 = " + str(mlr.coef\_[0][3]))  
print("a5 = " + str(mlr.coef\_[0][4]))  
print("a6 = " + str(mlr.coef\_[0][5]))

Tham số phương trình: f(x) = a0 + a1\*A500 + a2\*A495 + a3\*A410 + a4\*A405 + a5\*230 + a6\*210  
với a0 = 1.0749190022047206  
a1 = 4.16089807991879  
a2 = -3.928898083854578  
a3 = -55.87935728863914  
a4 = 55.04655515592573  
a5 = 2.899130808246466  
a6 = -0.8151945308754751

### Nếu như chỉ làm với 3 biến cuối như trong ví dụ

X\_train\_3 = X\_train[:, 3:]  
X\_train\_3

array([[-1.3 , -0.97, -1.12],  
 [ 0.57, -0.05, 1.67],  
 [ 0.16, -0.86, -0.33],  
 [ 2.43, -0.04, -0.43],  
 [ 0.29, -0.79, -0.19],  
 [-0.04, 0.1 , 1.51],  
 [-0.36, -0.1 , 0.21],  
 [ 0.49, -0.05, -1.13],  
 [-0.1 , 0.41, 1.57],  
 [ 0.73, 0.11, 0.39],  
 [-1.21, -0.72, -0.85],  
 [-1.1 , -0.51, -1.13]])

mlr\_3 = LinearRegression()  
mlr\_3.fit(X\_train\_3, y\_train)

LinearRegression()

# Thực hiện dự đoán với các kết quả test bằng việc sử dụng mô hình  
y\_pred\_mlr\_3 = sc\_y.inverse\_transform(mlr\_3.predict(X\_test[:, 3:]))  
np.set\_printoptions(precision=2)  
# In kết quả dự đoán so với thực tế đo được  
print("MLR: Dự đoán vs thực tế")  
merge\_mlr\_3 = np.concatenate(   
 (y\_pred\_mlr\_3.reshape(len(y\_pred\_mlr\_3), 1), y\_test\_origin.reshape(len(y\_test\_origin), 1)), axis=1)  
print(merge\_mlr\_3)

MLR: Dự đoán vs thực tế  
[[5.41 5. ]  
 [5.34 5.12]  
 [5.16 5.14]  
 [5.27 5.2 ]  
 [7.63 5.42]]

## Phần 2: Support vector regression (SVR)

### Sử dụng model của nhóm tác giả

* Nhóm tác giả sử dụng phần mềm Weka 3.8 để xây dựng mô hình bằng SVR, hiện em đang tải thử phần mềm này để test lại theo mô hình của họ.
* Các tham số mà họ sử dụng để xây dựng mô hình là C và gamma, ở đây họ chọn C = 1 và gamma = 0.1.
* Phần này em xin phép báo cáo sau, sau khi dựng lại dược mô hình

### Xây dựng model bằng code

* Ở đây, em xây dựng lại mô hình SVR bằng việc sử dụng thư viện sklearn, thư viện này cũng hỗ trợ xây dựng mô hình bằng SVR
* Do phương pháp SVR khá là phức tạp và chính em vẫn hơi mơ hồ về nó nên em sẽ giải thích về phương pháp này trong bài báo cáo tiếp theo, tạm thời là trước thứ 3
* Sử dụng thư viện sklearn để xây dựng mô hình bằng SVR với tham số C = 1.0 và gamma = 0.1 như nhóm tác giả

from sklearn.svm import SVR  
svr = SVR(C=1.0, gamma=0.1, kernel='rbf')  
svr.fit(X\_train, y\_train)

e:\Anaconda\lib\site-packages\sklearn\utils\validation.py:1111: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().  
 y = column\_or\_1d(y, warn=True)

SVR(gamma=0.1)

* Dự đoán với mô hình vừa tạo được với tập dữ liệu test
* So sánh kết quả đo được so với thực tế

print("SVR: Dự đoán so với thực tế")  
y\_pred\_svr = sc\_y.inverse\_transform(svr.predict(X\_test).reshape(-1, 1))  
print(np.concatenate( (y\_pred\_svr,  
 y\_test\_origin.reshape(len(y\_test\_origin), 1)),   
 axis=1))

SVR: Dự đoán so với thực tế  
[[5.37 5. ]  
 [5.14 5.12]  
 [5.28 5.14]  
 [5.25 5.2 ]  
 [5.22 5.42]]

## Phần 3: Random Forest

### Sử dụng thư viện để tự xây dựng mô hình Random Forest

from sklearn.ensemble import RandomForestRegressor  
rf = RandomForestRegressor(n\_estimators=100, random\_state=0)  
rf.fit(X\_train, y\_train.reshape(len(y\_train)))

RandomForestRegressor(random\_state=0)

y\_pred\_rf = sc\_y.inverse\_transform(rf.predict(X\_test).reshape(len(X\_test),1))   
print("Random Forest: Dự đoán so với thực tế")  
print(np.concatenate((y\_pred\_rf, y\_test\_origin),   
 axis=1))

Random Forest: Dự đoán so với thực tế  
[[5.32 5. ]  
 [5.31 5.12]  
 [5.3 5.14]  
 [5.26 5.2 ]  
 [5.47 5.42]]