test

# Load necessary libraries  
library(tidyverse)

Warning: package 'ggplot2' was built under R version 4.3.3

Warning: package 'tidyr' was built under R version 4.3.3

Warning: package 'dplyr' was built under R version 4.3.2

Warning: package 'stringr' was built under R version 4.3.2

Warning: package 'lubridate' was built under R version 4.3.2

── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
✔ dplyr 1.1.4 ✔ readr 2.1.4  
✔ forcats 1.0.0 ✔ stringr 1.5.1  
✔ ggplot2 3.5.1 ✔ tibble 3.2.1  
✔ lubridate 1.9.3 ✔ tidyr 1.3.1  
✔ purrr 1.0.2   
── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
✖ dplyr::filter() masks stats::filter()  
✖ dplyr::lag() masks stats::lag()  
ℹ Use the conflicted package (<http://conflicted.r-lib.org/>) to force all conflicts to become errors

library(ggplot2)  
library(knitr)  
library(dplyr)  
library(here)

here() starts at C:/Users/Leonel/Desktop/MSDA/MS Data Analytics/Current Class/DA 6833/Practicum 2 Github/leonelsalazar-P2-portfolio

library(caret) # For machine learning models

Warning: package 'caret' was built under R version 4.3.3

Loading required package: lattice

Warning: package 'lattice' was built under R version 4.3.3

Attaching package: 'caret'  
  
The following object is masked from 'package:purrr':  
  
 lift

library(rpart) # For decision trees  
library(randomForest) # For random forest

Warning: package 'randomForest' was built under R version 4.3.3

randomForest 4.7-1.1  
Type rfNews() to see new features/changes/bug fixes.  
  
Attaching package: 'randomForest'  
  
The following object is masked from 'package:dplyr':  
  
 combine  
  
The following object is masked from 'package:ggplot2':  
  
 margin

library(gbm) # For gradient boosting

Warning: package 'gbm' was built under R version 4.3.3

Loaded gbm 2.2.2  
This version of gbm is no longer under development. Consider transitioning to gbm3, https://github.com/gbm-developers/gbm3

library(e1071) # For SVM

Warning: package 'e1071' was built under R version 4.3.3

# Correctly removed first row and replaced with correct labels or variable names  
Data <- read.csv("C:/Users/Leonel/Desktop/MSDA/MS Data Analytics/Current Class/DA 6833/Practicum 2 Github/leonelsalazar-P2-portfolio/tidytuesday-exercise/finalists.csv", header = TRUE, na.strings = "?",  
stringsAsFactors = TRUE)

# Display the structure of the dataset  
str(Data)

'data.frame': 190 obs. of 6 variables:  
 $ Contestant : Factor w/ 190 levels "Jos\x8e \"Sway\" Penala",..: 107 105 147 179 158 45 164 6 96 67 ...  
 $ Birthday : Factor w/ 187 levels "1-Aug-93","1-Feb-94",..: 104 132 133 116 54 89 91 159 176 36 ...  
 $ Birthplace : Factor w/ 164 levels "Agoura Hills, California",..: 49 28 56 150 116 18 147 132 23 82 ...  
 $ Hometown : Factor w/ 97 levels "Amory, Mississippi",..: 19 29 65 4 26 65 65 89 65 65 ...  
 $ Description: Factor w/ 179 levels "As a child, Uch\x8e visited family in Nigeria and learned how to dance from his aunts and uncles. He had an epi"| \_\_truncated\_\_,..: 159 68 143 141 101 10 91 110 58 40 ...  
 $ Season : int 1 1 1 1 1 1 1 1 1 1 ...

# View the data  
view(Data)

# Select all columns except 4 and 5  
contestants\_data <- dplyr::select(Data, -c(4,5))

# Convert Birthday to date format and reformat  
contestants\_data <- contestants\_data %>%  
 mutate(Birthday = as.Date(Birthday, format = "%d-%b-%y")) %>%  
 mutate(Birthday = format(Birthday, "%d-%m-%y"))

# View the transformed data  
view(contestants\_data)

# Display the structure of the transformed data  
str(contestants\_data)

'data.frame': 190 obs. of 4 variables:  
 $ Contestant: Factor w/ 190 levels "Jos\x8e \"Sway\" Penala",..: 107 105 147 179 158 45 164 6 96 67 ...  
 $ Birthday : chr "24-04-82" "28-10-78" "28-09-78" "26-07-79" ...  
 $ Birthplace: Factor w/ 164 levels "Agoura Hills, California",..: 49 28 56 150 116 18 147 132 23 82 ...  
 $ Season : int 1 1 1 1 1 1 1 1 1 1 ...

# Clean the Contestant column  
contestants\_data$Contestant <- as.character(contestants\_data$Contestant)  
contestants\_data$Contestant <- iconv(contestants\_data$Contestant, to = "UTF-8")  
contestants\_data$Contestant <- gsub("[^[:print:]]", "", contestants\_data$Contestant)  
contestants\_data$Contestant <- gsub("[\"/]", "", contestants\_data$Contestant)  
contestants\_data$Contestant <- as.factor(contestants\_data$Contestant)  
contestants\_data$Birthday <- as.factor(contestants\_data$Birthday)  
  
# Remove rows with NA values in Contestant, Birthday, and Season columns  
contestants\_data\_clean <- contestants\_data %>%  
 drop\_na(Contestant, Birthday, Season)

# Display the structure of the cleaned data  
str(contestants\_data\_clean)

'data.frame': 187 obs. of 4 variables:  
 $ Contestant: Factor w/ 188 levels "Aaron Kelly",..: 106 104 146 178 157 44 163 5 95 66 ...  
 $ Birthday : Factor w/ 186 levels "01-02-94","01-05-89",..: 144 171 170 154 102 127 132 27 42 84 ...  
 $ Birthplace: Factor w/ 164 levels "Agoura Hills, California",..: 49 28 56 150 116 18 147 132 23 82 ...  
 $ Season : int 1 1 1 1 1 1 1 1 1 1 ...

# View the cleaned data  
view(contestants\_data\_clean)

# Remove rows with NA values in Birthplace  
contestants\_data\_clean <- contestants\_data\_clean %>%  
 drop\_na(Birthplace)

# View the cleaned data  
view(contestants\_data\_clean)

# Save the cleaned data to a CSV file  
write.csv(contestants\_data\_clean, "C:/Users/Leonel/Desktop/MSDA/MS Data Analytics/Current Class/DA 6833/Practicum 2 Github/leonelsalazar-P2-portfolio/tidytuesday-exercise/contestants\_data\_clean.csv", row.names = FALSE)

# Load ggplot2 for plotting  
library(ggplot2)  
  
# Convert Contestant to numeric for plotting  
contestants\_data\_clean$Contestant <- as.numeric(contestants\_data\_clean$Contestant)  
  
# Create histogram of Contestant numbers  
ggplot(contestants\_data\_clean, aes(x = Contestant)) +  
 geom\_histogram(bins = 20, fill = "steelblue", color = "black") +  
 labs(title = "Distribution of Contestants",  
 x = "Contestant (Numeric Representation)",  
 y = "Count") +  
 theme\_minimal()

![](data:image/png;base64,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)

# Add numeric representation of Contestant  
contestants\_data\_clean$Contestant\_Num <- as.numeric(contestants\_data\_clean$Contestant)  
  
# Create box plot of Contestants by Season  
ggplot(contestants\_data\_clean, aes(x = factor(Season), y = Contestant\_Num)) +  
 geom\_boxplot(fill = "lightblue", color = "black") +  
 labs(title = "Box Plot of Contestants by Season",  
 x = "Season",  
 y = "Contestant (Numeric Representation)") +  
 theme\_minimal() +  
 theme(axis.text.x = element\_text(angle = 45, hjust = 1))

![](data:image/png;base64,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)

# Split the data into training and testing sets  
set.seed(123)  
train\_index <- suppressWarnings(createDataPartition(contestants\_data\_clean$Contestant\_Num, p = 0.8, list = FALSE))  
train\_data <- contestants\_data\_clean[train\_index, ]  
test\_data <- contestants\_data\_clean[-train\_index, ]  
  
# Linear Regression  
lm\_model <- suppressWarnings(train(Contestant\_Num ~ ., data = train\_data, method = "lm"))  
lm\_pred <- suppressWarnings(predict(lm\_model, test\_data))  
lm\_rmse <- RMSE(lm\_pred, test\_data$Contestant\_Num)  
  
# Decision Tree  
tree\_model <- suppressWarnings(train(Contestant\_Num ~ ., data = train\_data, method = "rpart"))  
tree\_pred <- suppressWarnings(predict(tree\_model, test\_data))  
tree\_rmse <- RMSE(tree\_pred, test\_data$Contestant\_Num)  
  
# Random Forest  
rf\_model <- suppressWarnings(train(Contestant\_Num ~ ., data = train\_data, method = "rf"))  
rf\_pred <- suppressWarnings(predict(rf\_model, test\_data))  
rf\_rmse <- RMSE(rf\_pred, test\_data$Contestant\_Num)  
  
# Gradient Boosting  
gbm\_model <- suppressWarnings(train(Contestant\_Num ~ ., data = train\_data, method = "gbm", verbose = FALSE))  
gbm\_pred <- suppressWarnings(predict(gbm\_model, test\_data))  
gbm\_rmse <- RMSE(gbm\_pred, test\_data$Contestant\_Num)  
  
# Support Vector Machine  
svm\_model <- suppressWarnings(train(Contestant\_Num ~ ., data = train\_data, method = "svmRadial"))  
svm\_pred <- suppressWarnings(predict(svm\_model, test\_data))  
svm\_rmse <- RMSE(svm\_pred, test\_data$Contestant\_Num)  
  
# Combine RMSE results into a dataframe for comparison  
results <- suppressWarnings(data.frame(  
 Model = c("Linear Regression", "Decision Tree", "Random Forest", "Gradient Boosting", "Support Vector Machine"),  
 RMSE = c(lm\_rmse, tree\_rmse, rf\_rmse, gbm\_rmse, svm\_rmse)  
))  
  
print(results)

Model RMSE  
1 Linear Regression 0.0000000  
2 Decision Tree 23.2707546  
3 Random Forest 0.8732771  
4 Gradient Boosting 3.2988005  
5 Support Vector Machine 42.7373149

| Model | RMSE |
| --- | --- |
| Linear Regression | 0.000000 |
| Decision Tree | 23.2707546 |
| Random Forest | 0.8732771 |
| Gradient Boosting | 3.2988005 |
| Support Vector Machine | 42.7373149 |

### Analysis

1. **Linear Regression**:
   * **RMSE: 0.000000**
   * The RMSE value of zero suggests perfect prediction, which is highly unusual. This might indicate an issue with the model or the way it was applied. It’s worth checking the implementation for any possible errors or overfitting.
2. **Decision Tree**:
   * **RMSE: 23.2707546**
   * This relatively high RMSE indicates that the Decision Tree model is not performing well on this dataset. Decision trees can overfit to the training data if not pruned properly, and this might be a case of overfitting or lack of sufficient depth to capture the complexity of the data.
3. **Random Forest**:
   * **RMSE: 0.8732771**
   * The Random Forest model performs quite well, with a very low RMSE. This suggests that the ensemble approach of averaging multiple decision trees helps in capturing the data’s patterns more effectively than a single decision tree.
4. **Gradient Boosting**:
   * **RMSE: 3.2988005**
   * Gradient Boosting also shows good performance, though not as strong as Random Forest. This method sequentially builds models to correct the errors of previous models, which often leads to high accuracy, but it may require careful tuning.
5. **Support Vector Machine (SVM)**:
   * **RMSE: 42.7373149**
   * The high RMSE for the SVM indicates that this model is not suitable for this particular dataset or problem. SVMs can be very effective but often require specific tuning and may not perform well with certain types of data or without proper parameter optimization.

### Conclusion

* **Best Performing Model**: The **Random Forest** model is the best performing among the ones compared, with an RMSE of 0.8732771, indicating a good balance between bias and variance and an ability to generalize well on unseen data.
* **Possible Issues**: The RMSE of zero for Linear Regression should be investigated as it is highly unusual and suggests a perfect fit which is rare in practical scenarios.
* **Room for Improvement**: While Gradient Boosting also performs well, further tuning of its parameters could potentially improve its performance. The Decision Tree and SVM models do not perform as well and may need different configurations or may not be suitable for this specific task.

The next steps could involve: 1. Investigating the Linear Regression model for any anomalies. 2. Fine-tuning the Random Forest and Gradient Boosting models further. 3. Considering additional preprocessing steps or feature engineering to improve the overall performance of the models.