**学习和解释经验数据中的复杂分布**
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摘要

为了适应经验数据分布，然后以生成方式解释它们，这是了解各种学科数据的结构和 动态的常见研究范式。但是，以前的工作主要是尝试以个案的方式拟合或解释经验数据分 布。面对现实世界中复杂的数据分布，我们可以通过统一但简约的参数化模型来拟合和解释它们吗？

在本文中，我们将复杂的经验数据视为由动态系统生成，该系统将均匀随机性数据作 为输入。通过对数据的生成动力学建模，我们展示了一个四参数动态模型以及推理和模拟 算法，它能够拟合并生成一系列分布，范围从高斯、指数、幂律、拉伸指数 （Weibull）），到具有多尺度复杂性的复杂变体。我们的模型可以通过统一的微分方程来 解释，而不是黑盒子，它可以捕捉潜在的动力学。我们的框架可以以原则的方式构建更强 大的模型。我们通过各种合成数据集验证我们的模型。然后我们应用我们的模型来自不同 学科的 16 个真实数据集。我们展示了通过最广泛使用来拟合这些数据集的系统偏差方法，并显示我们的模型的优越性。简而言之，我们的模型可能提供一个框架，以便在经验数据 中拟合复杂的分布，更重要的是，了解它们的生成机制。
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1 引言

通过参数模型拟合经验数据分布，然后以生成方式解释它们是理解数据基础的结构和 生成动力学的主要科学范例，其广泛用于各种领域，包括生物学[9]，物理学[1,5]，社会科学[12,15]，计算机科学[8,32]等。例如，通过调查网络的幂律度分布[2]，物理学家发现了网络演化随机网络中的动态。通过检查达尔文和爱因斯坦[18]或在线合作[30]的对应模式的响应时间分布，社会科学家试图揭示人类行为的决策动态。通过拟合高斯混合模型[19]，贝叶斯方法[14]，甚至深度生成模型[10]的数据分布，计算机科学家试图找到观察数据集的聚类结构和生成动力学。简而言之，这种科学范式适用于广泛的数据科学任务。

然而，以前的工作主要是试图以个案的方式拟合或解释复杂的经验数据。例如，高斯分布最广泛用于拟合窄尾数据分布。大量的文献试图通过幂律分布[5]，威布尔分布（或拉伸的指数分布）[11]来模拟重尾数据，等等。特定混合模型也用于拟合复杂的多尺度分布[23,30,32]。像 GAN 这样的深度生成网络在拟合一维参数分布方面表现出有限的功效[24]。因此，我们是否可以拥有一个统一的模型来拟合和解释现实世界中各种复杂的数据分布？回答这个问题至关重要。

在本文中，我们试图通过调查其生成动态来拟合经验数据中的复杂分布。我们的模型的直观显示如下：我们将具有复杂分布的经验数据视为从动态系统生成，其采用均匀随机性作为输入。我们不是直接以个案的方式对各种复杂的分布进行建模，而是尝试对其统一的、可能是简约的生成动态进行建模，从而生成所有这些复杂的分布。表 1 显示了一个例子：不是通过四参数动态模型拟合高斯，指数，幂律，拉伸指数，以及它们在多尺度方案中具有复杂性的复杂变体，我们可以捕获它们所有。我们的框架可以以原则的方式构建更复杂的动态模型，提供了有效的推理方法和模拟算法。此外，我们不是通过黑盒模型，而是通过统一的动态微分方程来解释这些复杂分布的生成动力学。至于实验，我们通过各种合成数据集分析模型的属性，并通过来自各个学科的 16 个经验数据集进一步验证它。我们的模型准确地拟合了所有这些复杂的经验数据（图 5）。我们的模型可能提供一个框架，以适应在现实世界中观察到的复杂分布，更重要的是，了解它们的生成机制。我们总结了我们的归纳如下：

* 统一能力：我们提出了一个通用模型来拟合经验数据中的各种复杂分布，以及推理和模拟算法。
* 简约：我们的模型只有四个参数来捕捉经验分布中的多尺度复杂性。
* 可解释性：我们的模型由统一的生成动力学方程解释。所有参数都有明确的物理意义。
* 实用性：我们的模型可以准确地拟合各种经验数据集，并且可以以原则的方式推广到更复杂的情况。

论文的大纲是：调查，模型，机制，实验，讨论和结论。复用性：软件和数据库是开放源码，[www.calvinzang.com](http://www.calvinzang.com)。

2 相关工作

我们主要回顾以下两个方面的相关工作：

**从经验数据中的简单分布到复杂分布**。窄尾分布，如指数分布和高斯分布，可以通过它们的均值和方差很好地捕获，它们具有充分研究的基础结构和动力学。相比之下，重尾分布，如幂律分布，拉伸指数分布，对数正态分布等，表现出更大的均匀无穷大方差，这意味着复杂的基础结构和数据动态。在重尾分布中，幂律分布是最着名的分布，因为它具有缩放特性[22]和生成机制[2]。关于幂律分布的广泛证据和讨论可以在[13,16]中找到。最近，越来越多的文献发现经验数据的分布比纯粹的幂律更复杂，从人类行为数据[26,32]，网络数据[3]到各种数据集，如图 5 所示。

**拟合复杂的分布**。可能使用先验或正则化因子的最大似然估计用于拟合窄尾分布[14]。另一方面，像 GAN 这样的深度生成网络通过拟合 1-D 参数分布得到验证，但表现出较大的偏差[24]。相比之下，对于复杂分布的拟合理论，比如偏斜或重尾分析[17]，尚未确定。以最典型的壳体-幂律分布为例，视觉检测和最小二乘拟合首先用于拟合幂律分布。后来，well-celebrated的工作[5]显示了最小二乘拟合方法的偏差，然后提出了参数方法（）根据最大似然原则来拟合幂律分布。PL方法已被广泛用于通过 大量科学论文拟合合理的幂律分布。然而，我们发现PL方法在检测现实世界数据中的幂律信号时表现出较大的偏差，如图5所示。失败的根源在于PL方法忽略了现实世界数据的复杂性[23,26,32]。如何通过统一模型拟合和解释经验数据集中的各种复杂分布在很大程 度上是未知的。

3 提出的方法

3.1 直观模型

我们的直观模型如下：我们将具有复杂分布的经验数据视为从（非线性）动态系统生 成，该系统将均匀随机性作为输入。我们试图捕捉它们统一的生成动力学，而不是对这个 动态系统的复杂输出（即各种数据分布）进行建模，简而言之，我们试图模拟产生复杂现 象的简单生成动力学。

我们的模型基于生存分析[32]，点过程[26]和动态系统[25,27,31]。数据可以通过危险率函数来建模，其描述了以为条件的随机变量的出现率，其中表示累积危险率。通过对危险率的建模，我们可以根据关系得到复杂的概率密度函数。我们进一步建立危险函数 2（x）与其相应的动 态系统之间的联系，以解释下一节中数据分布的生成机制。

3.2 模型
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**图1：基本模型功能的图示。我们的模型生成一系列分布，包括幂律（PL），具有截止的PL，具有短尺度复杂度的PL，具有多尺度复杂度的PL，指数，拉伸指数（SE），具有短尺度复杂度的SE，SE具有多尺度复杂性等。**

在这里，我们提出简单但通用的基本模型，导致各种分布，如表 1 和图 1 所示。指定模型的危险率函数是：

(1)

*3.2.1 关键案例：基于幂律的分布。当时，基于幂律分布生成一系列分布。*

**引理3.1** 产生一系列分布，从指数分布，幂律分布，指数截止的幂律分布到复杂的多尺度分布。

**证明**：随机变量的概率密度函数为：

**指数分布**。当时，无论其他三个参数如何，都会产生指数分布，概率密度函数，如图1a灰度曲线所示。

**幂律分布**。当且时，。的另一个含义是最小值，称为，可以取：。

**具有截止的幂律分布**。当且，。

**复杂的多尺度分布**。当时，复数多尺度分布具有常数短尺度，幂律中尺度和指数长尺度。当时，。短尺度方程，它慢慢衰减到幂律中等范围。当，即，这是指数长尺度方程。当，这是幂律中等尺度方程。

*3.2.2一般情况：基于拉伸指数的分布。当基于拉伸指数分布生成一族分布时。*

**引理3.2**。生成家族分布，从指数分布，拉伸指数（Weibull）分布，拉伸指数分布，指数切割到复杂的多尺度分布。

**证明**：与上述理由类似，随机变量x的概率密度函数为：

**指数分布**。当。

**拉伸指数（Weibull）分布**。当且，会有

累积密度函数是。这是拉伸的指数分布。一些特殊情况：当时为指数分布，当近似正态分布。

**具有指数切割的拉伸指数分布**。当且，。

**复杂的多尺度分布**。当时，复数多尺度分布基于拉伸指数分布。当时，复数多尺度分布具有常数短尺度，拉伸指数具有中尺度和指数具有长尺度，当时，。在短尺度方案中，它缓慢地衰减到拉伸的指数中尺度范围。当，即， 。它是指数长尺度方程。当，，这是指数中等规模尺度。

我们在图1中说明了上述理由。我们发现基于幂律分布的复杂分布（图1a）和拉伸指数分布（图1b）是由我们的简单危险函数生成的，可能在多尺度机制中具有复杂性。

3.3参数推理

我们的模型参数可以通过最大似然估计（MLE）框架来学习。观察一组数据的对数似然函数由下式给出：

根据的值，采用不同的形式。当时，对数似然函数是

然而当时，对数似然函数是：

关于的最大化等式5或6，受的约束导致估计的建模参数。但是，由于参数的物理意义明确，可以将先验知识应用于初始化。我们稍后会说明这一点。

该模型的另一个优点是所有参数都具有闭合形式的梯度。情况的梯度，即基于拉伸指数的模型，是：

约束条件：

当时，基于幂律的模型的梯度是：

约束条件：

我们可以通过许多基于梯度的优化算法来解决优化问题。例如，我们采用内点算法[4]，为了重现性，我们打开代码，参见第7节。

3.4 生成器

从累积分布函数生成随机数的最简单和最优雅的方法是逆变换方法[7]。首先我们从标准均匀分布生成一个随机数u。通过求解方程表示，是跟随分布

的数。我们将这个逆变换方法扩展到由的事实导致的危险率函数，其中。因此，，我们可以通过求解

得到所需的随机数，其中和从采样时没有区别。由于是单调递增函数，因此具有反函数，我们可以得到

即使没有闭合形式的反函数，我们也可以通过求解方程来得到数值，其中是从均匀分布生成的。

伪代码

4物理机制

在本节中，我们给出了模型的基本生成动力学，即Equ.1和各种分布，如表1所示。我们将复杂数据分布视为由（非线性）动态系统生成，采用均匀随机性作为输入：

4.1统一输入和增长

为了给出数据生成过程的动态视图，我们的第一步是通过连接点过程和生存分析来计算动态系统的输入。我们从标准均匀分布中采样个数的过程可以看作是一个随机点过程。给定泊松过程，然后是均匀分布在区间上。如果我们将标准化为，则遵循标准均匀分布。

我们将Equ.15中的替换为，导致代理的增长动态，其中的均匀到达时间：

例如，让，当时它产生幂律分布。并且当

时，拉伸指数分布为（详见第3节）。因此，，并且。我们可以得到它们的反函数，和。

通过在Equ.16中使用，我们获得了超过时间的增长曲线：

类似地，当时，通过将应用于等式16，，我们得到增长曲线：

4.2 生成动力学：基础模型

我们的第二步是通过连接生存分析和动态系统来逆向工程生成动力学。我们将Equ.17和Eq.18的导数推导到时间，我们得到幂律分布数据和拉伸指数分布数据的生成动力学如下：

我们发现方程19的线性优先附着产生幂律分布，而等于20的非线性优先附着产生拉伸指数分布，与随机网络中无标度观测的文献一致【2】。

4.3生成动力学：一般模型

在这里，我们给出了模型的生成动力学。当时，。

通过我们的建设，我们得到：

通过将上述方程的导数推导到时间，我们得到：

因此，从动态的角度来看，表现出复杂多尺度分布的复杂数据（由我们的模型Equ.1捕获）是从具有微分方程22的动态系统生成的，包括物理机制：非线性优先附着，增长系统，以及短期复杂度和长期复杂度。我们的动态包括Equ.19和20作为特殊情况。

因此，我们在随机网络场景中描述数据生成过程如下：

* 新节点在的泊松过程后进入网络，其中是最大观测时间，
* 并且，节点的程度，表示为，根据微分方程22随时间增长。

然后，该网络在时间的横截面度分布为，其中如Equ.1所示。

5.1综合数据分析

*5.1.1忽略完整性会导致系统偏差。*实际上，衡量现实世界数据量的分布要比纯幂律分布复杂得多。我们将在下一节中展示来自真实世界数据集的证据。在这里，我们研究了通过将着名的幂律拟合方法（表示为PL方法）[5]应用于复杂分布而引入的可能偏差。

**长期复杂性**。我们首先研究长期复杂性。参数作为建模长尺度复杂性的最简单形式。通过改变中的，我们得到了图3a中所示的一系列分布。当时的情况，如图3a中蓝色曲线的直线部分（幂律指数）所示，表明缺少长尺度复杂性。随着的增加，长尺度的复杂性将向短距离移动，直到两个部分重叠。实际上，长期制度的特征尺度是，短期制度的特征尺度是（参见第3节）。我们通过限制来避免这种重叠。我们生成104（一个相对较大的数据集，以获得合理的拟合结果，同时在基线方法的可扩展性限制内。我们将在稍后显示模型和基线的可扩展性。 ）采用每个特定的样本，并通过PL方法和我们的方法拟合和。图3e和绘制了（缩放指数）和作为的函数的平均估计值。我们发现PL方法估计的幂律缩放参数与虚线标记的真值之间的差异越来越大，增加，如图3e所示。相比之下，我们的模型很好地获得了真正的缩放值。对于图3i所示的短尺度的估计，PL方法严重高估了真实值，当时，真实值高达450倍。随着的增长，长期制度挤入短期制度，因此通过PL方法估计的降低到真实值。

**短期复杂性**。然后我们考虑短期复杂性的影响。参数是捕获短尺度方案特征尺度的最简单形式。图3b绘制了随着变化，其由短尺度方案和随后具有相同斜率的幂律方案组成。越大，短期规模越大，因此范围越广。类似地，我们通过生成104个样本，每个特定的，并通过PL方法和我们的方法拟合和。我们的模型很好地拟合了两个参数的实际数据，如图3f和图3j所示。对于这个特殊的实验设置，PL方法在拟合比例指数方面做得很好，但是的良好结果是以严重高估为代价，表明PL方法丢弃了短程方案中的数据样本，占整个数据集的280％。

**中等规模的复杂性**。最后但同样重要的是，我们研究了中等规模的复杂性。当时，中等规模的制度遵循幂律，其中缩放指数为。通过在控制其他参数时改变中的，我们得到中等和规模体系下幂律分布的不同比例指数。图3c绘制了作为变化，越大，曲线越陡峭。然而，我们发现，随着生长，PL方法低估了缩放参数，并且差异变得越来越大，如图3g所示。此外，PL方法同时严重高估了短程参数，最高达3个数量级，如图3k所示。相比之下，我们的模型始终如一地达到了真正的价值。

当时，中等规模的政权遵循拉伸指数定律。图3d绘制，随着的变化图像。的红色曲线是幂律分布（在中等和长期状态下），pdf曲线的斜率，而其他曲线是拉伸的指数分布。我们无法通过视觉检查来区分这些幂律或拉伸指数曲线之间的差异。幂律工具和泰勒展开可以用于在稍后的渐近分析部分中分析该方案中的复杂性。在且（参考渐近分析部分）的范围内，越大，曲线的尾部越粗，如图3d所示。我们发现PL方法在时过高估计了缩放参数，并且当图3h中所示的时低估了。同时，PL方法一直高估，如图31所示。相反，我们的模型再次给出了更好的估计。

*5.1.2渐近行为。*我们分析了模型的渐近行为。以拉伸指数为例，其渐近行为导致与幂律分布的混淆和分布的复杂尺度定律。 pdf图片中，拉伸指数分布的函数是对于，。通过在和时应用泰勒展开式，我们得到：

因此，，然而，当很大时，它可以通过短程方案容易地丢失。当，，其衰减速度快于幂律衰减但比指数衰减慢。

当且时，我们得到泰勒展开：

近似于幂律分布，其中缩放指数由缩放参数和交替控制。当时，看系数，因此，表示缩放指数,其中。相反，当0> 1时，f（x-→0o10> 1）〜号，表示缩放指数，其中。因此，在数学上，我们得出结论经验幂律观察可以来自拉伸指数分布的渐近行为。此外，一个有趣的现象是，当从1增加时，分布曲线首先变得更胖然后回到先前的状态并且更陡峭和更陡峭。上述渐近分析可以通过具有不同值的分布的崩溃来验证，如图4a所示。

*5.1.3可扩展性*。我们在数值上比较了模型的可扩展性和幂律（PL）方法。我们从幂律分布配置1生成个样本，并且通过改变，我们绘制了图4b中两种方法消耗的平均时间。幂律方法与复杂度成比例。幂律方法的样本大小的经验法则上限是。PL方法的可扩展性更差是由于的网格搜索[5]。但是，我们的方法可以以更快的速度应用于更大的数据集。例如，当时，我们得到快倍。

5.2现实世界的数据分析

*5.2.1数据集*。我们通过来自各种不同人类努力的16个真实世界数据集来验证我们的方法。根据数据集的时间性质，我们将它们分类为横截面数据和动态数据。前八个数据集来自横截面上的变化：

（a）赫尔曼梅尔维尔在小说“白鲸记”中出现的词数[16]。

（b）1968年2月至2006年6月全球恐怖主义袭击事件造成的死亡人数[6]。

（c）每个分类群体在地球上的哺乳动物数量[20]。

（d）1984年至2002年期间受美国停电影响的客户数量[16]。

（e）2000年美国人口普查中的美国城市人口[5]。

（f）1986年至1996年期间在美国发生的野火的大小[16]。

（g）1910年至1992年期间在加利福尼亚发生的地震强度[16]。

（h）电影演员双方网络中的演员程度

最后八个来自人类或社会动态的动态记录：

（i）活跃用户在微信中添加连续朋友的事件间事件[25,26]。

（）来自移动电话用户的短消息的IET [23]。

（k），（1）爱因斯坦和弗洛伊德一生中信件通信的响应时间[18]。

（m）在大学3个月期间发送两封连续电子邮件的个人之间的时间间隔[1,21]。

（n）腾讯微博信息级联中两次转发的时间间隔[28,29]。

（o）腾讯QQ在线群聊聊行为的时间间隔[32]。

（p）连续修订一个维基百科项目的时间间隔[30]。

我们编译并公开所有数据集（参见第7节）的可重复性，其中最后八个数据集作为人类和社会动态的第一个数据集。

*5.2.2结果*。我们通过回答我们的模型是否可以捕获所有经验数据集来验证我们的方法。我们将我们的方法与[5]中开发的最先进方法进行了比较，表示为PL模型，广泛用于拟合可能遵循幂律的胖尾分布。

图5绘制了真实数据集，通过PL模型和我们的模型拟合结果。我们发现现实世界数据集的分布比纯幂律分布复杂得多。对于不同的数据，其分布表现出不同的多尺度复杂性。然而，我们的模型（绿色圆圈）和所有图中的真实数据（紫色方块）的重叠表明模型的良好性能，即使通过视觉检查。根据合成数据分析，分布中的多尺度复杂性导致严重高估PL模型的xmin，并且我们还在真实数据集中观察到这些偏差，如图5所示。因此，由PL模型学习的系统偏差，如表示PL结果的灰色三角形和表示实际数据的紫色方块的差异所示。

然后我们进行定量分析。给定实数，我们学习了由PL方法和我们的方法建模的的参数。然后，我们从我们的方法生成模拟数据样本。从PL方法表示为和。我们通过双样本Kolmogorov-Smirnov距离（KS-Dist）评估拟合精度，即，越低越好。是从实际数据学习的非参数累积分布，而是通过方法从模拟数据集学习的非参数累积分布。双样本Kolmogorov-Smirnov距离广泛用于此标准统计测试任务。为了消除由于生成的样本数量较少而导致的错误，我们设置。我们总结了表2中的数据和结果。我们发现对于所有16个数据集，我们的方法比PI方法得到更低的误差，即KS-Dist，表明我们的方法的优越性。

6讨论

我们的展示模型的设计原则是：保持简单，捕捉复杂。只有一个参数用于捕捉短尺度方案的复杂性，一个参数用于捕捉长尺度方案的复杂性，一个参数用于包含中等尺度的幂律分布和拉伸指数分布政权。但是，可以通过我们的框架做出更多努力。例如，可以进一步利用混合物重尾模型，对数正态分布。我们可以预期经验数据和拟合结果之间的误差要小得多。但是，无论模型有多复杂，建模参数都应该是可解释的。此外，可以通过贝叶斯框架捕获关于参数的先验知识。应该检查更多真实世界的数据集。应重新检查以前基于在复杂分布上应用PL方法的结论。

7结论

在本文中，我们发现各种经验数据的分布，从艺术，生物学，物理学，地质学，社会科学到计算机科学，从横断面观察到动态记录，具有多尺度的复杂性。我们开发了一个动态框架，以适应现实世界中复杂的分布。通过对数据的生成动力学建模，我们极大地简化了模型的数学形式，但同时生成了大量复杂的分布。提供了有效的推理方法和数据生成算法。我们用一个统一的微分方程来解释这些复杂分布的生成机制，而不是黑盒模型。我们通过各种合成数据集分析模型的属性，并通过各种实际数据集验证我们的模型。我们的模型很好地捕捉了所有这些数据的复杂性。我们的模型可能提供一个框架，以便在经验数据中拟合复杂的分布，并了解它们的生成机制。简而言之，我们总结了我们的贡献如下：

* 统一能力：我们提出了一个通用模型，以适应经验数据中的各种复杂分布，以及推理和模拟算法。
* 简约：有了四个参数，我们的模型有一个简单的形式来捕捉经验分布中的多尺度复杂性。
* 可解释性：我们的模型由统一的生成动力学方程解释。所有参数在随机网络场景中都具有明确的物理意义。
* 实用性：我们的模型准确地拟合了各种学科中复杂的经验数据集分布，并且可以以原则的方式推广到更复杂的案例。

我们在www.calvinzang.com开源代码和数据集。
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