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## Principal Component Regression

Principal Component Regression (PCR) is a statistical technique that is based on the dimension reduction and combines the principles of principal component analysis (PCA) and multiple linear regression analysis. It is used in situations where there is multicollinearity among the predictor variables, meaning that the predictor variables are correlated with each other. This multicollinearity can cause issues in traditional multiple linear regression models by inflating the standard error of parameter estimates making the estimation less precise.

Here are some key features of Principal Component Regression (PCR):

PCR reduces the dimensionality of a dataset by projecting it onto a lower-dimensional subspace, using a set of orthogonal linear combinations of the original variables called principal components.

PCR is often used as an alternative to multiple linear regression, especially when the number of variables is large or when the variables are correlated.

By using PCR, we can reduce the number of variables in the model and improve the interpretability and stability of the regression results.

To perform PCR, we first need to standardize the original variables and then compute the principal components using singular value decomposition (SVD) or eigen decomposition of the covariance matrix of the standardized data.

The principal components are then used as predictors in a linear regression model, whose coefficients can be estimated using least squares regression or maximum likelihood estimation.

Below are couple of notes:

**PCR vs. PCA**: PCR is similar to PCA, in that both techniques use principal components to reduce the dimensionality of the data. However, PCR differs from PCA in that it uses the principal components as predictors in a linear regression model, whereas PCA is an unsupervised technique that only analyzes the structure of the data itself, without using a response variable.

**PCR vs. PLSR**: A possible drawback of PCR is that we have no guarantee that the selected principal components are associated with the outcome. Thus, the selection of the PCs to incorporate in the model is not supervised by the outcome variable.

An alternate to PCR is Partial least squares regression (PLSR), which identifies new principal components that not only summarizes the original predictors, but also are related to the outcome. These components are then used to fit the regression model. So, compared to PCR, PLS uses a dimension reduction technique that is supervised by the outcome.

Overall, PCR is a useful technique for regression analysis that can be compared to multiple linear regression, PCA, and PLSR, depending on the specific characteristics of the data and the goals of the analysis.

Some of the most notable advantages of performing PCR are the following:

**Dimension reduction**

By using PCR you can easily perform dimensionality reduction on a high dimensional dataset and then fit a linear regression model to a smaller set of variables, while at the same time keep most of the variability of the original predictors. Since the use of only some of the principal components reduces the number of variables in the model, this can help in reducing the model complexity, which is always a plus. In case you need a lot of principal components to explain most of the variability in your data, say roughly as many principal components as the number of variables in your dataset, then PCR might not perform that well in that scenario.

**Addressing multicollinearity**

A significant benefit of PCR is that by using the principal components, if there is some degree of multicollinearity between the variables in your dataset, this procedure should be able to avoid this problem since performing PCA on the raw data produces linear combinations of the predictors that are uncorrelated.

**Potential drawbacks and warnings**

As always with potential benefits come potential risks and drawbacks.

Note that each of the calculated principal components is a linear combination of the original variables. Using principal components instead of the actual variables make it harder to explain what is affecting what.

Another major drawback of PCR is principal components are obtained in an unsupervised way. Therefore, there is no guarantee that the selected principal components are associated with the outcome.

**Steps in PCR**

Principal Component Analysis (PCA): The first step in PCR is to perform PCA on the original set of independent variables. PCA is a dimension reduction technique that transforms the original variables into a new set of uncorrelated variables called principal components. These principal components are linear combinations of the original variables, and they capture the maximum variance in the data.

Selection of Principal Components: In PCA, you typically select a subset of the principal components rather than using all of them. The number of principal components chosen is often determined based on the amount of variance they explain.

Regression Modeling: After selecting the principal components, a multiple linear regression model is built using these components as predictor variables. The regression coefficients obtained from this model are then used to make predictions on the outcome or response variable.

Before performing PCR, it is preferable to standardize your data. This step is not necessary but strongly suggested since PCA is not scale invariant. Variables with higher variance will influence more the calculation of the principal components and overall have a larger effect on the final results of the algorithm.

## Example : Boston data

We use Boston data from MASS package. Read the description of the data from Help page.

#install.packages("MASS")  
data("Boston", package="MASS")  
names(Boston)

[1] "crim" "zn" "indus" "chas" "nox" "rm" "age"   
 [8] "dis" "rad" "tax" "ptratio" "black" "lstat" "medv"

dim(Boston)

[1] 506 14

## Building PCR

Splitting the data: We assign 80% of the data to training set and 20% data to the testing set. We build the model based on the training set and evaluate its performance using the testing set.

set.seed(123)#for reproducing results  
id=sample(nrow(Boston),ceiling(0.80\*nrow(Boston)), replace=F)  
train.Boston=Boston[id,]  
test.Boston=Boston[-id,]

Below, we use train() function from caret package to build the principal component regression model. We consider the median value of houses as the response variable. The option method can take value pcr or pls. The argument scale=T standardizes the variables.

We use k-fold cross-validation which is specified by the argument trControl=trainControl. For this example, we use k=10 specified by number = 10.

caret uses cross-validation to automatically identify the optimal number of principal components (ncomp) to be incorporated in the model. We will test 10 different values of tuning parameter ncomp. This is specified using the option tuneLength. The optimal number of principal components is selected so that the cross-validation error (RMSE) is minimized. Make sure to use set seed for reproducibility.

set.seed(123) #for cross-validation reproducibility  
library(caret) #needed for train() function  
  
pcr.model=train(medv~., data=train.Boston, method="pcr", scale=T, trControl=trainControl(method="cv", number = 10), tuneLength=10)  
  
#method="repeatedcv", repeats=3 for repeated k=fold cross-validation  
  
pcr.model

Principal Component Analysis   
  
405 samples  
 13 predictor  
  
No pre-processing  
Resampling: Cross-Validated (10 fold)   
Summary of sample sizes: 364, 365, 364, 364, 364, 365, ...   
Resampling results across tuning parameters:  
  
 ncomp RMSE Rsquared MAE   
 1 7.038736 0.4208042 4.996474  
 2 6.590128 0.4969077 4.759402  
 3 5.440278 0.6520666 3.909461  
 4 5.060007 0.6981832 3.521990  
 5 4.888088 0.7279121 3.366218  
 6 4.888686 0.7283287 3.368996  
 7 4.905693 0.7266457 3.380026  
 8 4.897631 0.7294699 3.401646  
 9 4.932080 0.7250324 3.423196  
 10 4.952640 0.7268383 3.478901  
  
RMSE was used to select the optimal model using the smallest value.  
The final value used for the model was ncomp = 5.

summary(pcr.model)

Data: X dimension: 405 13   
 Y dimension: 405 1  
Fit method: svdpc  
Number of components considered: 5  
TRAINING: % variance explained  
 1 comps 2 comps 3 comps 4 comps 5 comps  
X 47.43 58.62 67.77 74.55 80.76  
.outcome 36.86 47.44 62.01 67.02 69.60

pcr.model$bestTune# print the best tuning parameter ncomp for which RMSE is minimum

ncomp  
5 5

Taken together, cross-validation identifies ncomp=5 as the optimal number of PCs that minimize the prediction error (RMSE) and explains enough variation in the predictors and in the outcome.

The summary() function provides the percentage of variance explained in the predictors (X) and in the outcome (medv) using different number of components in the training data.

For example 80.76% of the variation (or information) contained in the predictors are captured by 5 principal components. Also, 69.60% of the variation in the response variable medv is explained by these 5 principal components.

We can print number of principal components, and associated RMSE and MAE as given below:

ncomp=pcr.model$results$ncomp  
ncomp

[1] 1 2 3 4 5 6 7 8 9 10

RMSE=pcr.model$results$RMSE  
RMSE

[1] 7.038736 6.590128 5.440278 5.060007 4.888088 4.888686 4.905693 4.897631  
 [9] 4.932080 4.952640

Rsquared=pcr.model$results$Rsquared  
Rsquared

[1] 0.4208042 0.4969077 0.6520666 0.6981832 0.7279121 0.7283287 0.7266457  
 [8] 0.7294699 0.7250324 0.7268383

MAE=pcr.model$results$MAE  
MAE

[1] 4.996474 4.759402 3.909461 3.521990 3.366218 3.368996 3.380026 3.401646  
 [9] 3.423196 3.478901

The plot of RMSE vs ncomp and R squared value vs ncomp can be drawn as follows:

library (ggplot2)  
  
RMSE.ncomp=data.frame(cbind(ncomp, RMSE))  
ggplot(RMSE.ncomp, mapping=aes(x=ncomp,y=RMSE))+geom\_point()+geom\_line()
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R2.ncomp=data.frame(cbind(ncomp,Rsquared))  
ggplot(R2.ncomp, mapping =aes(x=ncomp, y=Rsquared))+geom\_point()+geom\_line()

![](data:image/png;base64,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)

Finally, we assess the performance of the pcr model on test data by computing the predicted outcome values of medv from the test data and then calculating the RMSE, Rsquared and MAE values.

predictions=predict(pcr.model, test.Boston)  
(RMSE.p=RMSE(predictions, test.Boston$medv))

[1] 4.932123

(R.squared.p=R2(predictions, test.Boston$medv))

[1] 0.7163319

(MAE.p=MAE(predictions, test.Boston$medv))

[1] 3.487195

The estimated prediction error rate is 0.2178538.

error.rate=RMSE.p/mean(test.Boston$medv)  
error.rate

[1] 0.2178538

## Building PLS model

set.seed(123) #for cross-validation reproducibility  
library(caret) #needed for train() function  
  
pls.model=train(medv~., data=train.Boston, method="pls", scale=T, trControl=trainControl(method="cv", number = 10), tuneLength=10)  
  
#method="repeatedcv", repeats=3 for repeated k=fold cross-validation  
  
pls.model

Partial Least Squares   
  
405 samples  
 13 predictor  
  
No pre-processing  
Resampling: Cross-Validated (10 fold)   
Summary of sample sizes: 364, 365, 364, 364, 364, 365, ...   
Resampling results across tuning parameters:  
  
 ncomp RMSE Rsquared MAE   
 1 6.296761 0.5353332 4.443994  
 2 4.837827 0.7321052 3.364633  
 3 4.779023 0.7405499 3.348271  
 4 4.764914 0.7458244 3.390243  
 5 4.729299 0.7457032 3.414703  
 6 4.698864 0.7476776 3.376781  
 7 4.692161 0.7485488 3.381486  
 8 4.682189 0.7496978 3.369427  
 9 4.682832 0.7498402 3.366663  
 10 4.684145 0.7498746 3.366456  
  
RMSE was used to select the optimal model using the smallest value.  
The final value used for the model was ncomp = 8.

summary(pls.model)

Data: X dimension: 405 13   
 Y dimension: 405 1  
Fit method: oscorespls  
Number of components considered: 8  
TRAINING: % variance explained  
 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps  
X 46.17 57.06 64.86 69.90 75.71 78.98 83.23  
.outcome 49.31 70.41 72.32 73.65 74.12 74.26 74.34  
 8 comps  
X 85.82  
.outcome 74.40

pls.model$bestTune# print the best tuning parameter ncomp for which RMSE is minimum

ncomp  
8 8

predictions.pls=predict(pls.model, test.Boston)  
(RMSE.pls=RMSE(predictions.pls, test.Boston$medv))

[1] 4.882126

(R.squared.pls=R2(predictions.pls, test.Boston$medv))

[1] 0.7225743

(MAE.pls=MAE(predictions.pls, test.Boston$medv))

[1] 3.635244

In our example, the cross-validation error RMSE obtained with the PLS model is lower than the RMSE obtained using the PCR model. So, the PLS model is the best model for explaining our data, compared to the PCR model.