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1. 总 则
2. 为确保公司机房安全与稳定，以保证正常运行为宗旨，按照“预防为主，积极处置”的原则，本着建立一个有效处置突发事件，建立统一指挥、职责明确运转有序、反应迅速处置有力的机房安全体系的目标，特制定本预案。
3. 机房日常维护
4. 建立健全机房管理制度

（1）在正常工作日内，互联网研发中心运维部人员负责对机房进行监控，主要职责是：巡视网络设备及系统的运行情况，发生异常情况及时处理，消除网络故障隐患。

（2）节假日期间互联网研发中心运维部人员轮流值班，负责处理有关异常情况。

（3）机房采取来人来访登记制度，未经允许，无关人员不得进入公司机房区域。

1. 机房内严格采取防雷、防火、防尘、防静电等措施以及机房入口处24小时监控录像等措施。
2. 认真做好数据备份工作，定期做一次数据库完全备份，每月检查服务器运行和备份情况。
3. 互联网研发中心运维部对机房的主要网络设备（路由器、主干交换机等）进行工作时间内全程监控，发现异常情况应及时进行处理，确保整个分公司网络的正常运行。
4. 信息部相关人员定期对监测和报警记录进行分析、评审，发现可疑行为，形成分析报告，进一步制定预防措施，制定处理类似问题的预案。
5. 机房突发事件应急处置方案
6. 电源系统应急预案
7. 定期检查机房供电设备的运行状况和电路线缆器材情况，当发生下列突发事件时，按照以下方案进行处置：
8. 当机房发生市电供电突然停电或是电源异常时。首先应和物业或供电局联系确认正常停电以及预计停电时间。检查不间断电源的电池可供电时间，确保设备正常运行，如遇到突然断电，应及时将空调等不在UPS电源供电范围内的设备及时断电，预防突然来电时瞬间电流过大导致设备损坏等现象。
9. 当确定停电时间超出机房UPS承载范围后，首先确定停电的范围以及受影响的设备范围。并及时通知各部门和支公司营销部做好停电应急准备。然后通知机房电源维护人和设备的负责人到达现场，做好各设备的电源停电准备。在UPS供电电量仅剩10%之后，严格按操作手册停掉各服务器的电源，最后停核心交换机和路由器，等待电力恢复（如没有UPS可以执行下面的操作步骤）。
10. 当确定停电原因是在本身供电系统范围内，立即汇报给负责领导，并及时联系相关维护人员达到现场检修。
11. 恢复供电后，严格按照操作程序逐步恢复机房设备和UPS的供电，以防瞬间电流过大造成设备损坏。
12. 网络和服务器络系统应急预案
13. 发生网络故障时，首先检查机房设备情况，确定网络故障的原因。
14. 确认原因后，首先启动备用线路和设备，保证网络的正常运行。然后联系网络维护人员，及时处理和排除故障。
15. 当确认原因为短时间无法恢复，应该及时向负责领导汇报，并向公司总部相关部门汇报。然后再联系维护人员，及时处理故障。
16. 当人为或病毒破坏的故障发生时，具体按以下顺序进行：判断破坏的来源及性质，断开影响安全与稳定的信息网络设备，断开与破坏来源的物理网络连接，跟踪并锁定破坏的来源和其他网络用户信息，修复被破坏的信息，恢复系统。
17. 发生服务器系统故障后，应立即电话向相关领导汇报情况，及时组织启动备份服务器系统。
18. 处置结束后，技术人员应将处理过程记录下来，以方便日后对此问题的处理。
19. 消防和防雷应急预案
20. 上班工作时间发生火警，还在机房工作的人员应及时紧急撤离，并立刻拨打119报警。在确保自身安全的情况下，应尽量使用灭火器进行灭火，减少电子设备的损坏。同时采取关闭电源总闸等措施，尽量减少可能造成的损失和破坏。
21. 非工作时间或节假日休息时间值班人员发现火情后，要立刻拨打119报警，并立刻通知相关部门和领导，做好火灾的处置工作。
22. 火情结束之后，机房相关人员应全体赶赴现场，并向公司相关部门汇报。同时立即联系电信、联通、移动等相关网络公司和设备相关厂家，及时评估事故损失情况，研讨恢复网络系统正常运行的最佳解决方案。
23. 遇雷暴天气或接上级部门雷暴气象预警，应关闭所有服务器，切断电源，暂停内部计算机网络工作。雷暴天气结束后，及时开通服务器，恢复内部计算机网络工作。因雷击造成的损失，应及时进行核实、报损，并将详细情况向部门领导汇报。
24. 自然灾害和盗抢应急预案
25. 发生自然灾害后，首先应该组织人员撤离现场。当确认灾害不会造成人生伤害后，在回到机房检查设备，立刻向上级领导和公司总部汇报，并联系相关网络和设备厂家，积极做好灾后恢复工作，确保在最短时间内恢复机房正常运行。
26. 发生盗抢事件后，要保护好现场然后报警，并向领导汇报情况。待现场处理完毕后，要组织相关人员估计损毁情况，并联系相关网络和设备厂家，积极做好恢复工作。