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1. Fuentes de referencia.
2. Introducción
3. Requerimientos del PROYECTO

* **[REQ-PC-01]**

1. Interfaz del algoritmo

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Parámetros | | | |  |
| *Nombre Variable* | ***Descripción*** | ***Tipo variable*** | ***Valor Defecto*** | ***Rango*** |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

1. Parámetros del algoritmo.
2. Funcionamiento
   1. REQ-PC-01
3. descripción del algoritmo
   1. convenio

Debido a la alta dimensionalidad de las operaciones llevadas a cabo se ha optado por emplear la nomenclatura habitual de álgebra tensorial, lo que incluye el Convenio de Suma de Einstein:

\**Cualquier monomio donde aparezca un índice repetido representa la suma respecto al índice repetido, para todos los valores posibles del índice.*

Para facilitar la lectura de las expresiones habitualmente se seguirán las relaciones de la Tab 3. En caso contrario se indicará explícitamente salvo que el contexto sea lo bastante obvio.

|  |  |  |
| --- | --- | --- |
| *Índices* | | |
| *Símbolo* | ***Descripción*** | ***Valor máximo*** |
| *i* | Caso de evaluación | **I** |
| *m* | Columna de la RN | **M** |
| *n(m)* | Fila de la RN. Siendo **n(M)** el índice de las salidas de la RN | **N(*m*)** |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |

1. Parámetros del algoritmo.
   1. gradiente

La función del gradiente es calcular la dirección hiperdimensional en la que se deben modificar los coeficientes de la RN para reducir el error cuadrático sobre un conjunto de datos.

Donde, aplicando el convenio de Einstein, queda:

Para describir esta función algorítmicamente iremos identificando y fraccionando la casuística del operador gradiente aplicado en forma de operaciones aritméticas básicas. La primera simplificación que podemos hacer es obvia.

Dado que S es un elemento constante. En adelante haremos la siguiente identificación:

Ahora estamos listos para examinar los casos de comportamiento de la función gradiente sobre el algoritmo de la RN.

De forma gráfica se puede apreciar que el impacto de cada coeficiente de la RN, y por tanto la extensión de su derivada parcial dependen de la capa en la que se encuentre su neurona.

INSERTAR IMAGEN AQUÍ

La complejidad en la descripción de estas derivadas parciales aumenta por tanto cuanto más nos alejamos de la capa de salidas. Por ello se han identificado cuatro casos de comportamiento diferentes: C. salidas, C. penúltima, C. antepenúltima y caso general.

* + 1. CApa de salidas

Sabiendo que la función de una neurona estándar se describe como:

Es inmediato ver que si n=n3:

Mientras que si n≠n3:

Debido a que los coeficientes de las neuronas de salida solo tienen influencia sobre la propia salida de su neurona.

* + 1. CApa penúltima

1. CLASES PRINCIPALES
   1. Neuron

Clase núcleo del sistema. Representa una unidad neuronal.

|  |  |  |  |
| --- | --- | --- | --- |
| Variables | | | |
| *Nombre Variable* | ***Descripción*** | ***Tipo variable*** | ***Valor Defecto*** |
| *algoIndex* | Índice del algoritmo de la función de activación de la neurona | Uchar | - |
| *inputNum* | Número de entradas de la neurona | Uint | - |
| *sumatorio* | Variable auxiliar para la ejecución de la neurona | **N\_TYPE** | 0 |
| *beta* | Coeficiente independiente | **N\_TYPE** | random[**MIN\_RANGE**,**MAX\_RANGE**] |
| *coefs* | Vector de coeficientes de la neurona | vector<**N\_TYPE**> | - |

1. Variables clase Neuron
   * 1. Constructores

Se han implementado los constructores copia habituales y constructor con parámetros, pero se ha eliminado la posibilidad de llamar al constructor sin parámetros.

|  |  |  |
| --- | --- | --- |
| Constructores | | |
|  | *Parámetros* | ***Descripción*** |
| 1º | * uint **inputNum** * uint **algoIndex**) | Constructor base. Especifica el número de entradas y el algoritmo de activación. |
| 2º | * const **Neuron**& **rhs** | Constructor copia |
| 3º | * **Neuron**&& **rhs** | Constructor copia r-values |

1. Constructores clase Neuron.
   * 1. métodos

A parte del método del algoritmo de ejecución de la neurona se han implementado otros de carácter auxiliar.

|  |  |  |  |
| --- | --- | --- | --- |
| Métodos | | | |
| *Nombre* | ***Inputs*** | ***Descripción*** | ***Outputs*** |
| *Algoritmo* | * const vector<**N\_TYPE**>& **inputs** | Evalúa la neurona para las entradas dadas | **N\_TYPE** |
| *ChangeAlgo* | * uint **algoIndex** | Cambia la función de activación | void |
| *Alfa* | * **N\_TYPE** **e** | Calcula la derivada de la función de activación para el valor ***e*** | float |
| *GetInputNum* |  | Devuelve el número de entradas | uint |
| *GetCoefs* |  | Devuelve los coeficientes de la neurona | vector<**N\_TYPE**> |
| *PrintCoefs* |  | Imprime por pantalla los coeficientes de la neurona | void |

1. Métodos clase Neuron
   1. RED

Clase núcleo del sistema. Representa la red neuronal.

|  |  |  |  |
| --- | --- | --- | --- |
| Variables | | | |
| *Nombre Variable* | ***Descripción*** | ***Tipo variable*** | ***Valor Defecto*** |
| *inputNum* | Número de entradas de la RN | Uint | - |
| *layerNum* | Número de capas de la RN | Uint | - |
| *layers* | Matriz de neuronas de la RN | Vector<vector<**Neuron**>> | - |

1. Variables clase RED
   * 1. Constructores

Se han implementado los constructores copia habituales y constructor con parámetros, pero se ha eliminado la posibilidad de llamar al constructor sin parámetros.

|  |  |  |
| --- | --- | --- |
| Constructores | | |
|  | ***Parámetros*** | ***Descripción*** |
| 1º | * uint **inputNum** * uint\* **neuronsPerLayer** * uint **layerNum**) | Constructor base. Especifica el número de entradas, el número de neuronas por capa y el número de capas. |
| 2º | * const **RED**& **rhs** | Constructor copia |
| 3º | * **RED**&& **rhs** | Constructor copia r-values |

1. Constructores clase RED.
   * 1. métodos

Los métodos de la clase RED están encaminados a la ejecución del forward y el backward.

|  |  |  |  |
| --- | --- | --- | --- |
| Métodos | | | |
| *Nombre* | ***Inputs*** | ***Descripción*** | ***Outputs*** |
| *Forward* | * vector<**N\_TYPE**> **inputs** | Evalúa la RN para las entradas dadas | vector<**N\_TYPE**> |
| *Forward* | * vector<**N\_TYPE**> **inputs** * vector<vector<**N\_TYPE**>>& **e** | Evalúa la RN para las entradas dadas almacenando los valores intermedios en *e* | void |
| *Gradient* | * vector<**N\_TYPE**> **inputs** * vector<**N\_TYPE**> **s** | Calcula el gradiente para las entradas ***inputs***, y las salidas ***s****,* sobre los coeficientes de las neuronas | vector<vector<vector<**N\_TYPE**>>> |
| *BuildMatrix* | * **Matrix**& **A** * **Matrix**& **C** * uint **layer** * vector< vector<**N\_TYPE**>>& **e** | Método auxiliar del gradiente a partir de los valores intermedios calculados por ***Fordward*** (***e***). Guarda en ***C*** los coeficientes de las neuronas y en ***A*** los valores de las contribuciones de las funciones de activación a las derivadas parciales. | void |
| *PrintCoefs* |  | Imprime por pantalla los coeficientes de las neuronas | void |
| *PrintGradient* | * vector<vector< vector<**N\_TYPE**>>> & **gradient** | Imprime por pantalla los valores calculados por el gradiente. | void |

1. Métodos clase RED
2. CLASES AUXILIARES
   1. Matrix

Clase auxiliar para el tratamiento de matrices y sus operaciones.

|  |  |  |  |
| --- | --- | --- | --- |
| Variables | | | |
| *Nombre Variable* | ***Descripción*** | ***Tipo variable*** | ***Valor Defecto*** |
| *Rows* | Número de filas de la matriz | Uint | 0 |
| *Cols* | Número de columnas de la matriz | Uint | 0 |
| *matrix* | Matriz numérica r x c | Vector<vector<**N\_TYPE**>> | - |

1. Variables clase MATRIX
   * 1. Constructores

Los constructores implementados son los tres estándar, además de la sobrecarga del operador “=”. Para inicializar la matriz se debe hacer uso de los métodos ***PlaceRow()*** o ***ColVector()***.

|  |  |  |
| --- | --- | --- |
| Constructores | | |
|  | *Parámetros* | ***Descripción*** |
| 1º | * Uint **rows** = 0 | Constructor base. Si se especifica un número de filas diferente de cero se reserva el espacio. |
| 2º | * const **Matrix**& **rhs** | Constructor copia |
| 3º | * **Matrix**&& **rhs** | Constructor copia r-values |

1. Constructores clase MATRIX.
   * 1. métodos

A parte de los métodos detallados en la Tab 8, se han sobrecargado los operadores “\*” y “[]”, donde el operador multiplicación aplica:

Siendo K el cuerpo definido por ***N\_TYPE***.

Y el operador corchete aplica:

Donde representa la delta de kronecker para m=i.

|  |  |  |  |
| --- | --- | --- | --- |
| Métodos | | | |
| *Nombre* | ***Inputs*** | ***Descripción*** | ***Outputs*** |
| *PlaceRow* | * const vector<**N\_TYPE**>& **row** | Introduce una nueva fila en la matriz en la última posición | void |
| *ColVector* | * const vector<**N\_TYPE**>& **col** | Introduce el vector columna | void |
| *ShowElements* |  | Muestra por pantalla los elementos de la matriz columna por columna | void |
| *ShowRC* |  | Muestra las dimensiones de la matriz por pantalla | void |

1. Métodos clase MATRIX