2018-4-1 学习小结

***1.Activation function:***

Why activation functions?

***2.Shallow Neural Netwok(two layers, output\_unit=1,)***

*Fprop:（上标代表网络层数）*



*Bprop:*



***3.Random initialization***

1. If
2. and
3. The number of hidden layer units is equivalent to one.
4. Random initialization. ,

Why 0.01?