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摘要

随着人工智能时代的到来，对各类智能问答系统的研究成为实现人类与机器无障碍交流的一个重要切入点，社区问答的出现，为基于问答对的问答系统提供了稳定可靠的问答数据来源，答案选择排序作为社区问答系统中的关键任务以及基于问答对的问答系统中的重要研究内容，主要是通过对检索得到的候选答案进行排序，选择最佳答案返回给用户，现阶段对于此问题的研究大多是通过提取问句与候选答案的句法及语义信息，然后计算问题与候选答案的相关性，特别是近几年，相比于句法结构相关性，研究人员更多关注的是语义相关性；然而，传统的答案选择排序研究，大多需要依赖大量的语言工具、外部资源或特征工程，因此，研究基于深度学习的答案选择排序具有重要的意义。

本文针对模型输入端词向量的计算问题，首先提出了一种字和词语联合训练的词向量计算方法，并根据汉语语言的特点，提出将基于位置的方法和基于簇的方法结合以确定字向量，最后，将字和词语联合训练的方法应用于CBOW词向量模型中，并训练改进的词向量模型，得到问句和候选答案语料库中所有词语的词向量；以问句和候选答案的词向量矩阵作为答案选择排序模型的输入对句子对进行建模，构建了基于CNN、BILSTM的句子对建模模型，并在BILSTM模型的基础上融合Attention 机制计算句子中各个词的权重，由于考虑到非事实类问题存在如下特性：大部分的候选答案和问句之间并没有很高的相似性或关联性；和问句有很多相似词语的候选答案并不一定是问题的最佳答案；提出了基于问句和候选答案独立性的Attention模型self Attention，该模型利用一个附加的BILSTM进行Attention计算，以词语在句子本身语义表达中所起的作用来衡量词语的重要性，并赋予其不同的权重，最终，获得更好的句子语义特征向量；

综上，在相关数据集上对本文提出的算法进行实验验证；基于字和词语联合训练的CBOW词向量模型相比传统的CBOW词向量模型表现出了更好的性能，基于深度学习的答案选择排序方法相比非深度学习方法性能有了很大的提升，特别是基于问句和候选答案独立性的self Attention模型，在MAP和MRR两个评价指标上达到。。。和。。。，均高出已有研究结果，充分证明了本文提出的方法的合理性和有效性；
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