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**查阅资料，思考并回答下述问题：**

1. **基本存储结构有哪两类？（要点提示：顺序结构，链式结构）**

答：顺序结构（数组）、链式结构。

1. **常用的基本操作有哪些？  
     
   要点提示:  
   插（insert/add a node）  
   删（remove/delete a node）  
   改（modify an element）  
   取（get an element）**

答：插删改取。

1. **作为顺序存储结构的数组适用于哪些高频度操作，不适用于哪些高频度操作？（要点提示：分别为改与取，插与删）试举例给出其应用场景。**

答：当经常改、取的时候，可以用线性数组，但是插入与删除，尤其是在中间插入与删除，数组为了保持下标寻址，会导致复杂度很高（线性）。

1. **作为链式存储结构的单链表适用于哪些高频度操作，不适用于哪些高频度操作？试举例给出其应用场景。**

答：单链表适合经常插入与删除，但是不适合删除尾部元素，因为这需要遍历单链表。而改、取也不合适，因为单链表不好定位，要找到某一个元素，必须顺着链条找过去，不能下标索引。

1. **作为链式存储结构的双链表适用于哪些高频度操作，不适用于哪些高频度操作？试举例给出其应用场景。**

答：插入删除很适合，但是改、取不太适合，仍然不能很好定位。不过双链表解决了删除尾部元素的问题，将之做到了常量操作。只要定义head与tail就可以了。tail的指向就是尾部元素，而head与tail仅仅做标记，不存储实际应用的元素。

1. **单链表上如果需要做尾部删除，应该如何设计？付出的处理代价是什么？**

答：单链表的尾部元素，如果需要进行删除，相对比较麻烦，因为要定位它的话，首先需要得到这个单链表对象的倒数第二个元素，这样倒着推到head，就会发现我们需要从头开始。如果要进行设计的话，可以存储一个特殊的指向tail的变量，这样就可以在push与pop中随时改变指向，时间复杂度也就变成了常量级别。

1. **双链表相对于单链表付出的存储代价是什么？能够达到什么效果？**

答：需要存储左右的引用。增加量是：地址变量存储空间 \* （元素个数 + 1）。带来的效果就是增加了一个自由度，可以进行反向指引。

1. **高频度操作选择或设计合适的存储结构是数据结构与算法课程的目标之一，试举例解释。**

答：很显然，如果高频度操作的复杂度很高，那么整个系统无疑会很慢。比如说，在队列结构中，需要经常出队尾部元素，这个时候用单链表就不太好，最好是用双链表

1. **为降低高频度操作的计算复杂度，需要增设适当的属性变量，试举例解释。**

答：增加状态变量，或者说是属性变量，是经常需要的。比如，对待数组，我们经常需要知道目前这个动态数组的长度，那么遍历一遍得到长度显然不好，这个时候可以设置一个值，专门用来实时记录长度。

1. **某些应用（例如数据库）而言，排序（sort），查找（search），选择（select），遍历（traverse）也是高频度基本操作，试解释这些操作。**

答：排序即根据某一原则，对同类型元素进行顺序划分；查找，即搜索集合中的目标元素，选择是选择其中某一类的符合某个条件的元素，遍历即访问完整个集合。

1. **不同的应用系统而言，通常有不同的高频度操作和低频度操作，高频度操作构成了关键操作。为关键操作设计相应的高效数据结构与高效算法构成设计关键，试举例说明。**

答：高频操作的时间复杂度是决定总体的时间复杂度的。可知，如果最常用的几个时间复杂度很低，那么整体的性能将很不错。比如，关联存取，经常需要进行key，value配对，这时，把配对工作做成常量级别。

1. **什么是算法?**

答：可以一步一步执行的，能在有限时间内完成的过程。

1. **衡量算法的好坏？(资源占用量，计算复杂度，时间复杂度)**

答：少占用内存，能完成任务，时间符合需求。

1. **如何衡量数据结构的好坏？(高频度操作的计算复杂度)**

答：数据结构直接作用于算法，好的结构有利于算法的实施，数据管理和存取有序高效，所配套的算法的时空复杂度低。

1. **解释算法运行时间的实验研究的局限性与合理性。**

答：有的算法没法实验，而且算法实验起来，与平台有很大关系，受约束很大，影响变量较多，所得数据有很多噪声，而且往往需要做多次实验然后用统计学方法进行分析，比较繁琐，代价较大。

1. **解释算法运行时间的渐近分析的合理性与局限性。**

答：渐进分析，也就是理论分析，按照基本的常量时间复杂度的操作数量与输入规模之间的关系来衡量算法好坏。

1. **列出常见的基本操作。**

答：加法，判断，交换值

1. **如果一个程序的运行时间中出现以 *b* 为基数的对数函数，通常是与下面的程序结构有关:（1）程序当中反复出现 *b* 个分支，程序只需走其中一个分支。（2）问题的规模随之减小为 1 / b。试举例说明。**

答：二元搜索。

1. **使用最坏情形时间复杂度的合理性。**

答：分析最坏的情况，有助于我们分析软件在遇到最坏情况的性能，有利于开发出在任何情况下都能胜任的软件。

1. **解释大 *O* 表示法**

答：最坏情形。

1. **解释大*Ω*表示法**

答：最好情形。

1. **解释大*Θ*表示法**

答：中间情形。

1. **如果选择最坏情形时间复杂度并且采用大 *O* 表示法，则对算法运行时间*f*(*n*)=*O*(*g*(*n*)) 可以大致做出什么判断？**

答：存在一个常数*c*，*f* (*n*) <= *c* \* *g*(*n*)