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# 一、实验目的

1. 学习Prim算法的使用；
2. 了解Prim算法作为贪心算法能达最优的理论证明。

# 二、实验内容

1. 写出Prim（反圈法）算法[1]的伪码描述[2]；
2. 用C语言[3]编程实现Prim算法，找出一幅图的最小生成树；
3. 写出Prim算法求解一个图的所有联通子图的算法；
4. 用C语言编程实现求一个图的所有联通子图的Prim算法程序。

# 三、实验平台

Microsoft Windows 10 Pro Workstation 1803；

Microsoft Visual Studio 2017 Enterprise。

# 四、算法设计

4.1 算法背景

普里姆算法（Prim算法），图论中的一种算法，可在加权联通图里搜索最小生成树。意即由此算法搜索到的边子集所构成的树中，不但包括了连通图里的所有顶点，且其所有边的权值之和为最小。该算法于1930年由杰克数学家沃伊捷赫·亚尔尼克发现；并在1957年由美国计算机科学家罗伯特·普里姆独立发现；1959年，艾兹格·迪科斯彻再次发现了该算法。因此，在某些场合，普里姆算法又被称为DJP算法、亚尔尼克算法或普里姆－亚尔尼克算法。Prim算法的工作原理与Dijkstra的最短路径算法相似。本策略属于贪心策略，因为每一步所加入的边都必须是使得树的总权重增加量最小的边。

4.2 时间复杂度

这个算法的时间复杂度与图的实现方法有关。设图，其中是图的所有节点的集合，是图的所有边的集合。图是由如果采用比较低级的邻接矩阵实现，那么Prim算法的时间复杂度是；

如果用二叉堆、邻接表来实现，那么时间复杂度是；如果用斐波那契堆来实现复杂度可以降低至

# 五、程序代码

5.1 程序描述

综合考虑了实现难易程度与算法的时间复杂度，我决定采用邻接映射（Adjacent Map）来做为主要的数据结构。邻接映射的主要思想是用哈希表这种快速查找表来代替遍历带来的高时间复杂度，与之相伴的是储存空间的牺牲。

邻接映射本身就是一张哈希表，key是vertex，value是另外的一个子哈希表，在子哈希表里面，key是与vertex相邻的vertex（并且是有向的，只能从前者到后者），value是两个vertex中间的边。为了能够在一个结构里实现有向图（directed graph）与无向图（undirected graph），这里采用两个大哈希表来实现有向图，其中一个记录的是这种类型，第二个记录这种类型，两者恰好反向。由于无向图的两种上述类型必然是同时存在的，而有向图则不然，所以可以通过这种方式进行处理。

5.2 程序代码

程序代码 1

# 六、运行结果

代码分析

# 七、实验体会
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