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1.

After simplification, we can just compute the function ![n = 8 log(2, n)](data:image/gif;base64,R0lGODlhUAAUAPcAAAAAAAQEBAUFBQYGBgcHBwkJCQoKCg0NDQ4ODhAQEBERERISEhUVFRcXFxgYGBwcHB0dHSEhISIiIiMjIyQkJCUlJSYmJicnJykpKS4uLi8vLzExMTMzMzY2Njo6Ojs7Ozw8PD4+Pj8/P0FBQUJCQkdHR0hISEtLS0xMTE1NTU5OTk9PT1BQUFFRUVJSUlNTU1ZWVldXV1hYWFlZWVpaWltbW11dXWFhYWNjY2VlZWZmZmdnZ2hoaGlpaWpqamtra2xsbG1tbW5ubm9vb3BwcHFxcXJycnNzc3Z2dnh4eHp6ent7e3x8fH5+fn9/f4GBgYKCgoODg4SEhIWFhYaGhpCQkJKSkpOTk5SUlJWVlZeXl5iYmJmZmZubm52dnaSkpKioqKmpqaurq7CwsLGxsbOzs7W1tba2tre3t7m5ubq6ury8vL29vb6+vr+/v8DAwMLCwsPDw8TExMXFxcfHx8jIyMnJycrKys7OztDQ0NHR0dPT09TU1NfX19ra2tvb29zc3N3d3d7e3uHh4eLi4uPj4+bm5ufn5+rq6uvr6+7u7u/v7/Dw8PHx8fLy8vPz8/T09PX19fb29vf39/j4+Pn5+fr6+vv7+/z8/P39/f7+/v///wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACwAAAAAUAAUAAAI/wA3CRxIsKDBgwgTKlzIsKHDhxAjSpxIsaLFixgzajTo5wSBjSAZIrIxQoQLQgX7AAjJEmGKJpo0LRmRcmVGR2kQ3kEJEkEdgXUW1MzYKMekhEcCbRoEowEdIw9oUByBAtEmKTmGbook5IWLIpIExmGhwwEAAFEQ9miztOnTqAINkRC4B0ARQmcOUCyEwcCMGpW08hAS8weQTZUS6NmEB0AfhI4gZKJrF69egSD2bPqSQdMmNhwKDhJBujRpNgW3yDgjIoGaoZYCABLoZ8ClQQAebXIEgKdBNx8GcvYMeqAOLZuG3BBIZcdESwhmb3rSYSjuo5sk9cYU4YkjJxY8N/86omQEF4FhTgxUzty5QCRQNnmoIrBEl4KOxOjfr78QQUMALCKQHQrAJsAftNm2SR4ZEBACHwLhscQmizQgEBohDDRfffcJ1EMVlxTwxiaaILBGQYtcoeKKKvpBkCYaPKFJJj7goJUPQMQURBADmdDIQYlUtwkgFwgU4oglnijQC2XoAYAiJHLwARgTCaLCBh0AodtAfawAwA2MSCJECy4QEdYmkBSggAQ5yEFQD3AMlMEhmzgJpSZSUqkJBZG0JBEmFcihCSFGCLVJJkuYQdAaUyg0BhZ+SnQIAHGQmEUMiPVQ6RwEkcHWQXt4EalEmjDRQAkoWEHJJkkgMMEEDBQM1OdBs45q6624ThQQADs=) , and we got the two results, ![n≈1.1](data:image/gif;base64,R0lGODlhJgIWAOYAAAAAAAkJCQ0NDQ4ODhcXFxwcHC4uLjExMTMzMzo6Ojs7Ozw8PEFBQUdHR0pKSk1NTVZWVlhYWFpaWl9fX2FhYWRkZGdnZ29vb3FxcXJycnV1dXd3d3l5eYODg4SEhIaGhoeHh4uLi4+Pj5CQkJaWlpmZmZubm6GhoaSkpKenp6ioqKqqqq+vr7S0tLa2try8vL29vb6+vsDAwMTExMfHx8/Pz9HR0dPT09fX193d3eHh4eLi4ubm5uvr6+7u7u/v7/Dw8PHx8fLy8vj4+Pv7+/z8/P7+/v///wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACwAAAAAJgIWAAAH/4BHgoOEhYaHiImKi4yNjo+QkZKTlJWWl5iZmpucnZ6foKGio6SlpqeoqaqrrK2ur7CxsrO0tba3uLm6u7y9vr/AwcLDxMXGx8jJysvMzc7P0NHS09TV1tevQisSA4ja3Njh4uPk1DEkJwCI5+nl7u/w8b046on08vj5+vuJOhAENDIUkEDpnr16/BIqXCjuBgAMO1wIOHTjx6Aghwwi0siwo8ePyVAYMHIEBgJDHDosAFGER4qMCGGCnEmzJq8LFAR9sFDox44jRUI8wDBE5kGbSJMqZZVghKAGJgzFgLDB4pEZRjfGXMq1q9dLRALIOGJkwItCPUoYYXFAhIYaWUePcIhAiOPXu3jzHrIBwAdZBApUEDJC8giQFjkMFZngAIAED4IqMBC0uPFjvZgza97MubPnz6BDix5NurTp06hTq17NuvW0QAA7)![n≈43.5593](data:image/gif;base64,R0lGODlhJgIWAPcAAAAAAAcHBwkJCQoKCgsLCw0NDQ4ODhERERUVFRcXFxsbGxwcHB0dHSEhIScnJywsLC0tLS4uLi8vLzAwMDExMTIyMjMzMzU1NTg4ODk5OTo6Ojs7Ozw8PD09PUFBQUJCQkNDQ0dHR0lJSUpKSk1NTU5OTlBQUFZWVldXV1hYWFpaWltbW15eXl9fX2BgYGFhYWRkZGVlZWZmZmdnZ2pqamxsbG5ubm9vb3BwcHFxcXJycnR0dHV1dXd3d3l5eX9/f4ODg4SEhIaGhoeHh4uLi4+Pj5CQkJGRkZSUlJWVlZmZmZubm5+fn6KioqSkpKenp6ioqKmpqaqqqqysrK2tra+vr7GxsbKysrS0tLa2trm5uby8vL29vb6+vr+/v8DAwMPDw8TExMfHx8nJycrKysvLy87Ozs/Pz9DQ0NHR0dLS0tPT09fX19nZ2d3d3d7e3uDg4OHh4eLi4uPj4+Tk5Obm5ufn5+np6erq6uvr6+7u7u/v7/Dw8PHx8fLy8vPz8/T09PX19fb29vf39/j4+Pn5+fr6+vv7+/z8/P39/f7+/v///wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACwAAAAAJgIWAAAI/wAXCRxIsKDBgwgTKlzIsKHDhxAjSpxIsaLFixgzatzIsaPHjyBDihxJsqTJkyhTqlzJsqXLlzBjypxJs6bNmzhz6tzJs6fPn0CDCh1KtKjRo0iTKl3KtKnTp1CjSp1KtarVqzLREGAjcI+MDw9AtDEIoGzZFgLNnhVYyMeIDjICdf0adizWu3jz6p1phwIArotQvFik6IYGsmsSr5mTVvFigTpoKEq0ooZAwYQN793MubNnjYM4dPkrMEkTgWQGkD0IwOChAG8EmhGQaJFp1Ko/697Nm2mcEwnE6FigQqIiFUgWkS54pMTq5wThABgk8A8AOsyd997OvXvPNQByyP/JUuDgmj0D+xQMEkORcsClS7D4Q3YCAQY2/KS1j1+/IABqCKQHAOrFN593CCaooEtOROAeFxYY5AMQHAyBSB1PEDRFB4WkBd8iZEQBQRIGAWJIHVAoMNgiJqKookAkgBCHGz8sQFCIIy6o4448enTDikLMUNAeciyCCBEk5EAIQSCoVZYEBW2RgEJWHGBQlQLZIQIBFWyAg0FS9ijmmGQ6pIERAoWwhEFdnNADeouEkdByY8AJBgIFJUKfQF44sIieA/VZEB4N3CFQnQLdWeaijJZ5iABfEGbAFgXloYQiVVBQBA9nzMkVIgQAYeQJNgjkQwqLuFBBbX18wESqqy5s0uqr6XlAhUCgiooIqY326quCaQCgB2EWbAAFQYq4twgfWLih0HJaYJDBBzsIIhAMHoDYQQYnmHAFatt2++1AZVwgBUHRTlvtr+y2665IYbCA3bv01mvvvfjmq+++/Pbr778AByzwwAQXLFVAADs=)

And we found that while n is bigger than 1.1 but smaller than 43.5593, the insertion running time is smaller than merge, which is faster. So, the answer is [1.1 – 43.5593].

2.

a. O(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is 0.

b. Ω(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is infinity.

c. Θ(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is a constant.

d. Θ(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is a constant.

e. O(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is 0.

f. O(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is 0.

g. Θ(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is a constant.

h. O(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is 0.

i. Ω(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is infinity.

j. O(g(n)), because the limit as n goes to inﬁnity of f(n) / g(n) is 0.

3.

a. Proves, because f1(n) =Θ (g(n)) so, f1(n)=c1g(n) and f2(n)= Θ (g(n))=c2g(n) we can get f1(n)/f2(n) is equally a Constant c so f1(n)= Θf2(n) is prove

b. disproves, if f1(n)=f2(n)=2^n g1(n)=g2(n)=20^n so, lim n->infinity, (f1(n)+f2(n))/(g1(n)+g2(n)) is 0. It’s O(g(n)) instead of Θ(g(n)), there is a contradiction.

4.

See teach files

5.

a.

**insertTime.py**

from random import randint

from time import time

MIN\_INT = 0

MAX\_INT = 10000

def insertsort(array):

#go through each element in the array

for j in range (1,len(array)):

key = array[j];

i = j - 1

while i >= 0 and array[i] > key:

array[i+1] = array[i]

i = i -1

array[i+1] = key

return array

if \_\_name\_\_ == "\_\_main\_\_":

begin = 10000

increment = 5000

values = [begin + i \* increment for i in range(7)]

list = [[randint(MIN\_INT,MAX\_INT) for \_ in range(value)] for value in values]

print ("value running time")

for array in list:

array\_size = len(array)

start\_time = time()

insertsort(array)

print("{} {}".format(array\_size,time()-start\_time))

**mergeTime.py**

from random import randint

from time import time

MIN\_INT = 0

MAX\_INT = 10000

def merge(left,right):

#create empty array to hold sorted values

array = []

#keep merge until one side has no element left

while len(left) != 0 and len(right) != 0:

#if the first element of left array is smaller merge it into empty array

#and remove the merged element

if left[0] < right[0]:

array.append(left[0])

left.remove(left[0])

# the situation that is equal or bigger than right side

else:

array.append(right[0])

right.remove(right[0])

#if the left side array is empty, then append the right side

if len(left) == 0:

array += right;

else:

array += left;

return array

#define mergesort algorithm

def mergesort(array):

array\_size = len(array)

if array\_size <= 1:

return array

else:

array\_split = array\_size//2

left\_array = mergesort(array[:array\_split])

right\_array = mergesort(array[array\_split:])

return merge(left\_array,right\_array)

if \_\_name\_\_ == "\_\_main\_\_":

begin = 10000

increment = 5000

values = [begin + i \* increment for i in range(7)]

list = [[randint(MIN\_INT,MAX\_INT) for \_ in range(value)] for value in values]

print ("value running time")

for array in list:

array\_size = len(array)

start\_time = time()

mergesort(array)

print("{} {}".format(array\_size,time()-start\_time))

b.

Here is the table result from my algorithms, I took three tables and got the average running time.

insertTime table

|  |  |
| --- | --- |
| N | averageT |
| 0 | 0 |
| 10000 | 6.9 |
| 15000 | 15.69 |
| 20000 | 27.78 |
| 25000 | 43.33 |
| 30000 | 62.93 |
| 35000 | 84.89 |
| 40000 | 110.91 |

mergeTime table

|  |  |  |
| --- | --- | --- |
| N | averageT |  |
| 0 | 0 |  |
| 10000 | 0.1578 |  |
| 15000 | 0.1857 |  |
| 20000 | 0.2593 |  |
| 25000 | 0.3531 |  |
| 30000 | 0.5042 |  |
| 35000 | 0.6367 |  |
| 40000 | 0.682 |  |

c.

I used the polynomial curve to fit the insertTime graph, r^2 is 1, which means it fits perfectly.

And I used linear curve to fit the mergeTime graph, r^2 is 0.9601, which is also considered as extreme good.

d.

The combined graph, the yellow line is mergeTime, the blue one is insertTime, and there are two Y-aixs.

e.

For the Insert Sort algorithm, when using the worst-case input, the experimental running times appeared to be very close to the theoretical worst case, O(n^2), as expected. The curve ﬁt for the above graph points to an equation of the f(n) = n^2 nature. When the best-case input was use, the experimental running times appeared to be very close to the theoretical best case, O(n), as expected.

For the Merge Sort algorithm, when using the worst-case input, the experimental running times appeared to be very close to O(n lgn), as expected. There technically isn’t a worst case for the Merge Sort algorithm, but it was discovered an array setup that would be the hardest to sort. See link at the bottom of mergesort\_worst.py The curve ﬁt for the above graph points to an equation of the f(n) = n nature. When the best-case input was use, the experimental running times appeared to be very close to O(n lgn), as expected. Again, there technically isn’t a best case for the Merge Sort algorithm but the results of this “best case” were faster than the “worst case”.