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# ABSTRACT(摘要)

Generalized linear models with nonlinear feature transformations are widely used for large-scale regression and classification problems with sparse inputs. Memorization of feature interactions through a *wide* set of cross-product feature transformations are effective and interpretable, while generalization requires more feature engineering effort. With less feature engineering, *deep* neural networks can generalize better to unseen feature combinations through low-dimensional dense embeddings learned for the sparse features. However, deep neural networks with embeddings can over-generalize and recommend less relevant items when the user-item interactions are sparse and high-rank. In this paper, we present Wide & Deep learning—jointly trained wide linear models and deep neural networks—to combine the benefits of memorization and generalization for recommender systems. We productionized and evaluated the system on Google Play, a commercial mobile app store with over one billion active users and over one million apps. Online experiment results show that Wide & Deep significantly increased app acquisitions compared with wide-only and deep-only models. We have also open-sourced our implementation in TensorFlow.
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广义线性模型和非线性变换广泛用于稀疏输入的大规模回归和分类问题上。通过广泛的向量积特征变换来**记忆**特征相互影响是有效和可解释的，而**泛化**需要更多的特征工程。对于较少的特征工程，深层神经网络可以为稀疏特征通过低维密集嵌入归纳学习更好的未知特征组合。然而，当user和item交互稀疏和高排名时，具有嵌入的深层神经网络可能会过度泛化并推荐较少的相关项目。

在这篇论文中，我们提出广深学习训练广泛线性模型和深度神经网络，为推荐系统结合**记忆**和**泛化**的好处。我们在Google play上实践和评估了该系统，Google Play是一个商业移动应用商店，拥有超过10亿活跃用户和超过一百万个应用。在线实验结果表明，广深结合和单纯的广度以及单纯深度模型相比，显著提高了app购买。我们也会开源我们的实践在TensorFlow上。

# CCS Concepts（CCS概念）

•**Computing methodologies->Machine learning;** *Neural networks; Supervised learning;* •**Information systems** –> *Recommender systems;*

# Keywords（关键词）

Wide & Deep Learning, Recommender Systems.

# INTRODUCTION（介绍）

A recommender system can be viewed as a search ranking system, where the input query is a set of user and contextual information, and the output is a ranked list of items. Given a query, the recommendation task is to find the relevant items in a database and then rank the items based on certain objectives, such as clicks or purchases.

推荐系统可以被视为搜索排名系统，其中输入query是一组user和上下文信息，并且输出是排列的item列表。给出query，推荐任务是在数据库中查找相关item，然后根据某些目标（如点击或购买）对item进行排名。

One challenge in recommender systems, similar to the general search ranking problem, is to achieve both *memorization* and *generalization*. Memorization can be loosely defined as learning the frequent co-occurrence of items or features and exploiting the correlation available in the historical data. Generalization, on the other hand, is based on transitivity of correlation and explores new feature combinations that have never or rarely occurred in the past. Recommendations based on memorization are usually more topical and directly relevant to the items on which users have already performed actions. Compared with memorization, generalization tends to improve the diversity of the recommended items. In this paper, we focus on the apps recommendation problem for the Google Play store, but the approach should apply to generic recommender systems.

推荐系统中一个挑战是类似传统搜索排名问题，就是实现**记忆**和**泛化**。

**记忆**可以被宽松的定义为：在历史数据中学习频繁同现的item或特征和可利用的相关性。

另一方面来说，**泛化**是基于相关性传递和探索未发生和很少发生的新特征组合。推荐基于记忆通常更局部和在user已经执行的操作直接相关。与**记忆**相比，**泛化**倾向于改善推荐项目的多样性。在本文中，我们专注于Google Play商店的应用推荐问题，但该方法应适用于通用推荐系统。

For massive-scale online recommendation and ranking systems in an industrial setting, generalized linear models such as logistic regression are widely used because they are simple, scalable and interpretable. The models are often trained on binarized sparse features with one-hot encoding. E.g., the binary feature “ user\_installed\_app=netflix” has value 1 if the user installed Netflix. Memorization can be achieved effectively using cross-product transformations over sparse features, such as AND(user\_installed\_app=netflix, impression\_app=pandora”), whose value is 1 if the user installed Netflix and then is later shown Pandora. This explains how the co-occurrence of a feature pair correlates with the target label. Generalization can be added by using features that are less granular, such as AND(user\_installed\_category=video, impression\_category=music), but manual feature engineering is often required. One limitation of cross-product transformations is that they do not generalize to query-item feature pairs that have not appeared in the training data.

对于工业环境中的大规模在线推荐和排名系统，诸如逻辑回归之类的广义线性模型被广泛使用，因为它们简单、可扩展、可解释。这些模型经常用二进制稀疏特征进行One-Hot编码训练。例如，如果用户安装了Netflix，二进制功能“user\_installed\_app = netflix”的值为1。

**记忆**可以通过向量积变换之上的稀疏特征（如AND, user\_installed\_app=netflix, impression\_app=pandora”）有效的实现，如果用户安装了Netflix，然后稍后显示Pandora，其值为1。这说明了特征对共现和目标标签的相关性。

**泛化**可以通过使用较少粒度的特征添加进来。（如 AND, user\_installed\_category=video, impression\_category=music）,但是需要手工特征工程。向量积变换的一个限制是它们不能泛化到没有在训练集上出现的query-item特征对。

Embedding-based models, such as factorization machines [5] or deep neural networks, can generalize to previously unseen query-item feature pairs by learning a low-dimensional dense embedding vector for each query and item feature, with less burden of feature engineering. However, it is difficult to learn effective low-dimensional representations for queries and items when the underlying query-item matrix is sparse and high-rank, such as users with specific preferences or niche items with a narrow appeal. In such cases, there should be no interactions between most query-item pairs, but dense embeddings will lead to nonzero predictions for all query-item pairs, and thus can over-generalize and make less relevant recommendations. On the other hand, linear models with cross-product feature transformations can memorize these “exception rules” with much fewer parameters.

基于嵌入的模型，例如因式分解机或深度神经网络，可以通过为每个query-item特征对学习低维密集嵌入向量，用较少的特征工程推广到以前未知的query-item特征对。

然而，当底层query-item的矩阵稀疏和高评分时候，例如有特殊偏爱或冷门的小众的项目的用户，就难以为query们和item们学习有效的低维表示。在这种情况下，大多数query-item对之间不应该有相互影响，但是密集嵌入将导致为所有的query-item对预测非零，因此可能会过度泛化和减少相应推荐建议。另一方面，具有向量积特征变换的线性模型可以将这些“例外规则”**记忆**在更少的参数中。

In this paper, we present the Wide & Deep learning framework to achieve both memorization and generalization in one model, by jointly training a linear model component and a neural network component as shown in Figure 1. The main contributions of the paper include:
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* The Wide & Deep learning framework for jointly training feed-forward neural networks with embeddings and linear model with feature transformations for generic recommender systems with sparse inputs.
* The implementation and evaluation of the Wide & Deep recommender system productionized on Google Play, a mobile app store with over one billion active users and over one million apps.
* We have open-sourced our implementation along with a high-level API in TensorFlow[[1]](#footnote-1).

在本文中，我们将通过广深学习框架在一个模型中**记忆**和**泛化**两者同时实现，通过共同训练线性模型组件和神经网路组件，如图1所示。本文的主要贡献包括：

* 广深学习框架用于联合训练具有嵌入的前馈神经网络和具有稀疏输入的通用推荐系统的特征变换线性模型。
* 在Google Play上生产的广深推荐系统的实施和评估，这款商店具有超过10亿活跃用户和超过一百万个应用。
* 我们在TensorFlow中开源了我们实现的高级API。

While the idea is simple, we show that the Wide & Deep framework significantly improves the app acquisition rate on the mobile app store, while satisfying the training and serving speed requirements.

虽然这个想法很简单，但我们展示了广深框架显著提高了移动应用商店的应用获取率，同时满足了训练和服务速度要求。

# RECOMMENDER SYSTEM OVERVIEW（推荐系统概述）

An overview of the app recommender system is shown in Figure 2. A query, which can include various user and contextual features, is generated when a user visits the app store. The recommender system returns a list of apps (also referred to as impressions) on which users can perform certain actions such as clicks or purchases. These user actions, along with the queries and impressions, are recorded in the logs as the training data for the learner.
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**Figure 2: Overview of the recommender system.**

应用程序推荐系统的概述如图2所示。当用户访问应用商店时，会生成一个包含各种用户和上下文功能的query。推荐系统会返回用户可以执行某些操作（例如点击或购买）的应用列表（也称为印象）。 这些用户操作以及query和印象都记录在日志中作为学习者的训练数据。

Since there are over a million apps in the database, it is intractable to exhaustively score every app for every query within the serving latency requirements (often *O*(10) milliseconds). Therefore, the first step upon receiving a query is *retrieval*. The retrieval system returns a short list of items that best match the query using various signals, usually a combination of machine-learned models and human-defined rules. After reducing the candidate pool, the *ranking* system ranks all items by their scores. The scores are usually *P*(*y*|**x**), the probability of a user action label *y* given the features **x**, including user features (e.g., country, language, demographics), contextual features (e.g., device, hour of the day, day of the week), and impression features (e.g., app age, historical statistics of an app). In this paper, we focus on the ranking model using the Wide & Deep learning framework.

由于数据库中有超过一百万个应用程序，因此在服务延迟要求（通常为O（10）毫秒）内，为每个query全面评分每个应用程序是不切实际的。因此，收到query的第一步是检索。 检索系统使用各种信号（通常是机器学习模型和人为定义的规则的组合）返回与query最匹配的item的简短列表。在减少候选池后，排名系统按其分数排列所有item。分数通常使用P（y|x），求用户动作标签y的概率在给定特征x下，包括用户特征（例如，国家、语言、人口统计），上下文特征（例如，设备、一天的哪个小时、一周的哪天 ），以及印象特征（例如app年龄，app历史统计资料）。 在本文中，我们将重点放在使用广深学习框架的排名模型中。

# WIDE & DEEP LEARNING（广深学习）

## The Wide Component（广度组件）

The wide component is a generalized linear model of the form *y* = **w***T***x** + *b*, as illustrated in Figure 1 (left). *y* is the prediction, **x** = [*x*1*,x*2*,...,xd*] is a vector of *d* features, **w** = [*w*1*,w*2*,...,wd*] are the model parameters and *b* is the bias. The feature set includes raw input features and transformed features. One of the most important transformations is the *cross-product transformation*, which is defined as:
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where *cki* is a boolean variable that is 1 if the *i*-th feature is part of the *k*-th transformation *φk*, and 0 otherwise. For binary features, a cross-product transformation ( e.g., “AND(gender=female, language=en)”) is 1 if and only if the constituent features (“gender=female” and “language=en”) are all 1, and 0 otherwise. This captures the interactions between the binary features, and adds nonlinearity to the generalized linear model.

广度组件是一个形式为*y* = **w***T***x** + *b*广义线性模型,如图一左。y表示预测，x=[*x*1*,x*2*,...,xd*]是一个特征向量，**w** = [*w*1*,w*2*,...,wd*]是模型的参数，b是偏置项。特征集包括原始输入特征和变换特征。最重要的变换是向量积变换，它被定义为：

![](data:image/png;base64,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) (1)

其中*cki*是一个布尔变量，如果第i个特征是第k个变换的一部分，则为1，反之0。对于二进制特征，当且仅当构成特征（“gender = female”和“language = en”）全为1时，向量积变换（例如“AND（gender = female，language = en）”）为1，否则为0。这捕获了二元特征之间的相互作用，并且增加了非线性为广义线性模型。

## The Deep Component（深度组件）

The deep component is a feed-forward neural network, as shown in Figure 1 (right). For categorical features, the original inputs are feature strings (e.g., “language=en”). Each of these sparse, high-dimensional categorical features are first converted into a low-dimensional and dense real-valued vector, often referred to as an embedding vector. The dimensionality of the embeddings are usually on the order of *O*(10) to *O*(100). The embedding vectors are initialized randomly and then the values are trained to minimize the final loss function during model training. These low-dimensional dense embedding vectors are then fed into the hidden layers of a neural network in the forward pass. Specifically, each hidden layer performs the following computation:

*a*(*l*+1) = *f*(*W*(*l*)*a*(*l*) + *b*(*l*)) (2)

where *l* is the layer number and *f* is the activation function, often rectified linear units (ReLUs). *a*(*l*), *b*(*l*), and *W*(*l*) are the activations, bias, and model weights at *l*-th layer.

深度组件是前馈神经网络，如图1右所示。 对于分类特征，原始输入是特征字符串（例如，“language = en”）。这些每一个稀疏、高维度分类特征首先被转换成低维和密集的实值向量，通常称为嵌入向量。嵌入的维数通常为O（10）到O（100）的数量级。嵌入向量被随机初始化，然后训练这些值用以最小化模型的最终损失函数。然后将这些低维密集嵌入向量在正向传播中反馈到神经网络的隐藏层中。具体来说，每个隐藏层执行以下计算：

*a*(*l*+1) = *f*(*W*(*l*)*a*(*l*) + *b*(*l*)) (2)

其中*l*是层数，*f*是激活函数，通常使用ReLUs。*a*(*l*), *b*(*l*)和*W*(*l*)分别是激活函数、偏置项和模型权重在第*l*层。

## Joint Training of Wide & Deep Model（广深联合训练模型）

The wide component and deep component are combined using a weighted sum of their output log odds as the prediction, which is then fed to one common logistic loss function for joint training. Note that there is a distinction between *joint training* and *ensemble*. In an ensemble, individual models are trained separately without knowing each other, and their predictions are combined only at inference time but not at training time. In contrast, joint training optimizes all parameters simultaneously by taking both the wide and deep part as well as the weights of their sum into account at training time. There are implications on model size too: For an ensemble, since the training is disjoint, each individual model size usually needs to be larger (e.g., with more features and transformations) to achieve reasonable accuracy for an ensemble to work. In comparison, for joint training the wide part only needs to complement the weaknesses of the deep part with a small number of cross-product feature transformations, rather than a full-size wide model. Joint training of a Wide & Deep Model is done by backpropagating the gradients from the output to both the wide and deep part of the model simultaneously using mini-batch stochastic optimization. In the experiments, we used Followthe-regularized-leader (FTRL) algorithm [3] with *L*1 regularization as the optimizer for the wide part of the model, and AdaGrad [1] for the deep part.

广度组件和深度组件组合使用加权和，输出记录几率作为预测，让其给共同逻辑的损失函数联合训练。请注意，联合训练和合奏有区别。在合奏中，单独的模型是分开训练而不知道彼此，而他们的预测仅在推理时间而不是训练时候组合。相比之下，联合训练通过在训练时同时考虑广、深部分以及其它们权重和优化所有参数。

对模型大小也有影响：对于合奏，由于训练不相交，因此每个单独的模型通常更大（例如更多的特征和变换）来实现合奏的合理和准确性。相比之下，对于联合训练，广度部分只需要通过少量的向量积特征变换补充深度部分短处，而不是全量模型。

通过小批次随机优化、从广深两部分模型输出反向传播梯度进行联合训练广深模型。在试验中，我们使用FTRL（Followthe-regularized-leader）算法和L1正则化作为广度模型优化器和深度部分AdaGrad。

The combined model is illustrated in Figure 1 ( center ). For a logistic regression problem, the model’s prediction is:
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where *Y* is the binary class label, *σ*(·) is the sigmoid function, *φ*(**x**) are the cross product transformations of the original features **x**, and *b* is the bias term. **w***wide* is the vector of all wide model weights, and **w***deep* are the weights applied on the final activations *a*(*lf*).

图1中间为组合模型。对于逻辑回归，模型的预测是:
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其中Y是二进制类标签，σ(·)是sigmoid函数，*φ*(**x**)是元素特征X的变换向量积，b是偏置项，**w***wide*是广度模型权重向量，**w***deep*是应用最终激活*a*(*lf*)的权重。

# SYSTEM IMPLEMENTATION（系统实现）

The implementation of the apps recommendation pipeline consists of three stages: data generation, model training, and model serving as shown in Figure 3.

应用程序推荐流程的实现包括三个阶段：数据生成，模型训练和模型服务，如图3所示。
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## Data Generation（数据生成）

In this stage, user and app impression data within a period of time are used to generate training data. Each example corresponds to one impression. The label is *app acquisition*: 1 if the impressed app was installed, and 0 otherwise.

Vocabularies, which are tables mapping categorical feature strings to integer IDs, are also generated in this stage. The system computes the ID space for all the string features that occurred more than a minimum number of times. Continuous real-valued features are normalized to [0*,*1] by mapping a feature value *x* to its cumulative distribution function *P*(*X* ≤ *x*), divided into *nq* quantiles. The normalized value i for values in the *i*-th quantiles. Quantile boundaries are computed during data generation.

在这个阶段，使用一段时间内的用户和app印象数据来生成训练数据。 每个示例对应于一个印象。 该标签是app获取：如果印象的app已安装，则为1，否则为0。

在这个阶段也是生成映射分类特征字符串到整数ID的表。 系统计算所有发生超过最小次数的字符串特征的ID空间。 通过将特征值x映射到其累积分布函数*P*(*X* ≤ *x*)，将连续实值特征归一化为[0*,*1]，分为*nq*个分位数。 归一化值 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEoAAAA0CAYAAAAt+K7AAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAPvSURBVGhD7VpdqA5BGD5+wo2fpIjki0gSKYoIJ6GUC6V0XB2FKDfk7ogrLtzYOxQpQpJSyk/ilLhxw41yQZ1C+SmJkqR4nppX0zR7dnZ3dnf2++atp9lv55133vf5Zt+dnZm+vihODIxz0nJXmgTVTcB34Kd7s0o0N8Mq4/taifWSRm+g/V/gZEk7RZtPRsPlwB3lx+mihsx2Y30ZUnbuoXwOnPNsN8tcvyLmBcrDmvKErIa9Xp8o4lh6Ed8jyotTIRrxRdR4BDcjxAB9+eSDqL1wZgS4CrwBFvlyLiQ7ZYkaRDArgI5KogtQHgspQF++lCFqCpxgsjwF/AFIEuW3L+dCslOGqKUI5ALwQQV0UJW3RgmQeWxWCbQ+Dy5B8JxofgSY2G3Cx5M6ZUE7WZKoflh6kTIjSndgt/ohj6HNuRHcHOMBtFO7+CCKueqo8lweu7n4TXSN+CBqLdiYCFwBJF+dwDVzWNeID6K2KjZuqnIVyi3Aw65hCYH4WGaZCjs7gccAP0KvASTvS41EzURfQwCXeHYA+wG+VDjH41t2nap7VNQnJlcfQke2AVyDOl8zSfSfeXKNQyAPHHSiSmQgMhAZaB0Dksyvw/PVrfO+PocHhKhh9Lmxvn5b11O/EMW5BreaotgZ4Md+lMhAZCAy0BQD/C7kmho/haJYGODSMj+iuXvEldf1aSz5WGZp4z+QwOlfwBNgHiAbIz5WU9rIh7PPso7PMwxW6dUR5cygKKYRNQ0KaRNQPtc8XtNTYhLF7H8f4H7dN0DOOU3H9SXgPXAEeAs8A7pqAyHPP89zBLKjchzXfHb5m2+FlZqhOaruaR7jAetm5ijTd37TzFc3E0UGjXCD0xQxHnD8zq7lIqoDs/qa8mtF1AFLdyRTdoadvcmpyDRQZvudbV1zaS6i9DhIGhtzrmGbre5S9ZdzBp9HfY82ootuw3NnyEUKE7U9g4jbqp56LsIJnTgjeY33zrg0rkGnMFGSyPmvmiKJXB9ti6GU9gakE3rS10njyyMEKUyU5KdlligYHA0nWt1dXHOH2BSTJKnnSGKdfDo0TVYhojoqCI4Ym3CORcM88E7htN82TRiNDOrTRihSiKis/DSoghxAuQH4DNjObaaNJpLDuibzE1cJeESJkMP79InzRbnPYwL/xbalPhu1h4CzwLuUv5wE8XwBSboI/DD0+Eix0wTQD8hTjSOQb6N9AEdnE7IQncp8Ma3/T6h4WbVzkrBtyVpyXCj5qWouMu0zD5mPl5AUUn7KDKQOBXOiKEQ1mZ8KxV31epR5ZpOrDpRXhbxtsFHVRJmhSV4abjDmVnQd2vwpONKEID1ntSpP/QPr4eByGtR5LQAAAABJRU5ErkJggg==)是针对第i个分位数中的值。 在数据生成期间计算分位数边界。

## Model Training(模型训练)

The model structure we used in the experiment is shown in Figure 4. During training, our input layer takes in training data and vocabularies and generate sparse and dense features together with a label. The wide component consists of the cross-product transformation of user installed apps and impression apps. For the deep part of the model, A 32dimensional embedding vector is learned for each categorical feature. We concatenate all the embeddings together with the dense features, resulting in a dense vector of approximately 1200 dimensions. The concatenated vector is then fed into 3 ReLU layers, and finally the logistic output unit.
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**图 4: apps推荐的广深模型结构**

我们在实验中使用的模型结构如图4所示。在训练期间，我们的输入层接收训练数据和词汇，并产生稀疏和密集的特征以及标签。广度组件由用户安装的app和印象app向量积变换构成。模型的深度部分为每个分类特征学习32维嵌入向量。我们将所有的嵌入和密集特征连接一起，产生大约1200维的密集向量。然后将通过3层ReLU层，最后逻辑输出链接向量。

The Wide & Deep models are trained on over 500 billion examples. Every time a new set of training data arrives, the model needs to be re-trained. However, retraining from scratch every time is computationally expensive and delays the time from data arrival to serving an updated model. To tackle this challenge, we implemented a warm-starting system which initializes a new model with the embeddings and the linear model weights from the previous model.

广深模型在超过5000亿例子进行训练。每当一组新的训练数据到达，模型将需要重新训练。然而，每次全新训练在计算上是昂贵的，并且延迟了从数据到达到更新服务模型。为了解决这个挑战，我们实现了一个热启动系统，它从以前的模型中用嵌入和线性模型权重初始化一个新的模型。

Before loading the models into the model servers, a dry run of the model is done to make sure that it does not cause problems in serving live traffic. We empirically validate the model quality against the previous model as a sanity check.

在将模型加载到模型服务之前，可以对模型进行干运行，以确保在运行实时流量时不会出现问题。 我们根据先前的模型经验验证模型质量作为理性检查。

## Model Serving（模型服务）

Once the model is trained and verified, we load it into the model servers. For each request, the servers receive a set of app candidates from the app retrieval system and user features to score each app. Then, the apps are ranked from the highest scores to the lowest, and we show the apps to the users in this order. The scores are calculated by running a forward inference pass over the Wide & Deep model.

一旦模型被训练和验证，我们将其加载到模型服务中。 对于每个请求，服务器从应用检索系统和用户功能中收到一组app候选项，以评分每个app。 然后，app的排名从高分到低分，我们按照这个顺序向用户显示应用程序。分数通过在广深模型上运行前向推理计算。

In order to serve each request on the order of 10 ms, we optimized the performance using multithreading parallelism by running smaller batches in parallel, instead of scoring all candidate apps in a single batch inference step.

为了以10ms为每个请求提供服务，我们通过并行运行较小的批次来优化使用多线程并行性的性能，而不是在单个批次推理步骤中对所有候选app进行评分。

# EXPERIMENT RESULTS（实验结果）

To evaluate the effectiveness of Wide & Deep learning in a real-world recommender system, we ran live experiments and evaluated the system in a couple of aspects: app acquisitions and serving performance.

为了评估广泛深度学习在真实世界推荐系统中的有效性，我们进行了实时实验，并在几个方面对系统进行了评估：app购买和服务性能。

## App Acquisitions(app购买)

We conducted live online experiments in an A/B testing framework for 3 weeks. For the control group, 1% of **Table 1: Offline & online metrics of different models.**

我们进行3周线上实验按A/B测试框架中。对于控制组，表一的1%：不同模型的离线和线上矩阵。
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users were randomly selected and presented with recommendations generated by the previous version of ranking model, which is a highly-optimized wide-only logistic regression model with rich cross-product feature transformations. For the experiment group, 1% of users were presented with recommendations generated by the Wide & Deep model, trained with the same set of features. As shown in Table 1, Wide & Deep model improved the app acquisition rate on the main landing page of the app store by +3.9% relative to the control group (statistically significant). The results were also compared with another 1% group using only the deep part of the model with the same features and neural network structure, and the Wide & Deep mode had +1% gain on top of the deep-only model (statistically significant).

用户随机选择并呈现由先前版本的排名模型生成的建议，该模型是具有丰富的向量积特征变换的高度优化的只有广度逻辑回归模型。对于实验组，1％的用户被呈现了由广深模型生成的建议，训练用相同的功能组。如表1所示，广深模型将应用商店主页面上的app获取率提高了3.9％，相对控制组（统计显著）。

Besides online experiments, we also show the Area Under Receiver Operator Characteristic Curve (AUC) on a holdout set offline. While Wide & Deep has a slightly higher offline AUC, the impact is more significant on online traffic. One possible reason is that the impressions and labels in offline data sets are fixed, whereas the online system can generate new exploratory recommendations by blending generalization with memorization, and learn from new user responses.

除了在线实验，我们还显示了（AUC）在离线展示集。 虽然广深模型的离线AUC稍高，但对在线流量的影响更为显著。 一个可能的原因是离线数据集中的印象和标签是固定的，而在线系统可以通过将泛化与记忆混合来产生新的探索性建议，并从新的用户响应中学习。

## Serving Performance（服务表现）

Serving with high throughput and low latency is challenging with the high level of traffic faced by our commercial mobile app store. At peak traffic, our recommender servers score over 10 million apps per second. With single threading, scoring all candidates in a single batch takes 31 ms. We implemented multithreading and split each batch into smaller sizes, which significantly reduced the client-side latency to 14 ms (including serving overhead) as shown in Table 2.
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服务于大流量和低延迟是我们的商业移动应用商店面临的高水平运输的挑战。 在高峰流量时，我们的推荐服务器每秒可获得超过1000万个应用。 使用单线程，在一个批次中对所有候选人进行评分需要31 ms。 我们实现了多线程，并将每个批处理分成较小的大小，这大大降低了客户端延迟到14 ms（包括服务开销），如表2所示。

# RELATED WORK（相关工作）

The idea of combining wide linear models with cross-product feature transformations and deep neural networks with dense embeddings is inspired by previous work, such as factorization machines [5] which add generalization to linear models by factorizing the interactions between two variables as a dot product between two low-dimensional embedding vectors. In this paper, we expanded the model capacity by learning highly nonlinear interactions between embeddings via neural networks instead of dot products.

将广度线性模型与向量积特征变换和具有密集嵌入的深层神经网络相结合的想法受到以前的工作的启发，如因式分解机[5]，其通过将两个变量之间的相互作用因子分解为两个点之间的点积来增加线性模型的泛化 低维嵌入载体。 在本文中，我们通过学习通过神经网络而不是点产品的嵌入之间的非线性相互作用来扩展模型容量。

In language models, joint training of recurrent neural networks (RNNs) and maximum entropy models with *n*-gram features has been proposed to significantly reduce the RNN complexity (e.g., hidden layer sizes) by learning direct weights between inputs and outputs [4]. In computer vision, deep residual learning [2] has been used to reduce the difficulty of training deeper models and improve accuracy with shortcut connections which skip one or more layers. Joint training of neural networks with graphical models has also been applied to human pose estimation from images [6]. In this work we explored the joint training of feed-forward neural networks and linear models, with direct connections between sparse features and the output unit, for generic recommendation and ranking problems with sparse input data.

在语言模型中，通过学习输入和输出之间的直接权重，已经提出了复现神经网络（RNN）和具有n-gram特征的最大熵模型的联合训练来显着地降低RNN复杂度（例如，隐藏层大小）[4]。 在计算机视觉中，深度残差学习[2]已被用于减少训练更深层次的难度，并通过跳过一层或多层的快捷连接来提高准确性。 神经网络与图形模型的联合训练也被应用于人物姿态估计从图像[6]。 在这项工作中，我们探索了前馈神经网络和线性模型的联合训练，其中稀疏特征与输出单元之间具有直接连接，用于通用推荐和稀疏输入数据的排名问题。

In the recommender systems literature, collaborative deep learning has been explored by coupling deep learning for content information and collaborative filtering (CF) for the ratings matrix [7]. There has also been previous work on mobile app recommender systems, such as AppJoy which used CF on users’ app usage records [8]. Different from the CF-based or content-based approaches in the previous work, we jointly train Wide & Deep models on user and impression data for app recommender systems.

在推荐系统文献中，通过将评估矩阵[7]的内容信息和协同过滤（CF）的深度学习相结合，探索了协作深度学习。 以前还有一些移动应用推荐系统的工作，例如AppJoy，它使用CF对用户的应用使用记录[8]。 与以前的工作中基于CF或基于内容的方法不同，我们共同研究适用于应用推荐系统的广深模型的用户和印象数据。

# CONCLUSION（结论）

Memorization and generalization are both important for recommender systems. Wide linear models can effectively memorize sparse feature interactions using cross-product feature transformations, while deep neural networks can generalize to previously unseen feature interactions through lowdimensional embeddings. We presented the Wide & Deep learning framework to combine the strengths of both types of model. We productionized and evaluated the framework on the recommender system of Google Play, a massive-scale commercial app store. Online experiment results showed that the Wide & Deep model led to significant improvement on app acquisitions over wide-only and deep-only models.

记忆和泛化对于推荐系统都是重要的。 广度线性模型可以有效地记忆使用向量积特征变换的稀疏特征相互作用，而深层神经网络可以通过低维嵌入推广到先前未见的特征相互作用。 我们提出了广深学习框架，结合两种模式的优势。 我们制作并评估了Google Play推荐系统的框架，这是一个大规模的商业应用商店。 在线实验结果表明，广深模型在广泛而深入的模式下，对应用程序的收购进行了显着的改进。
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1. See Wide & Deep Tutorial on http://tensorflow.org. [↑](#footnote-ref-1)