**Chain of Thought:**

[Chain-of-Thought Prompting Elicits Reasoning in Large Language Models](https://arxiv.org/abs/2201.11903)

[Automatic Chain of Thought Prompting in Large Language Models](https://arxiv.org/abs/2210.03493)

[Self-consistency improves chain of thought reasoning in language models](https://arxiv.org/abs/2203.11171)

[ReAct: Synergizing Reasoning and Acting in Language Models](https://arxiv.org/abs/2210.03629)

**Retrieval-Augmented LLM**

RAG : [2005.11401.pdf (arxiv.org)](https://arxiv.org/pdf/2005.11401.pdf)

REALM : [guu20a.pdf (mlr.press)](http://proceedings.mlr.press/v119/guu20a/guu20a.pdf)

REPLUG (NEW) : [2301.12652.pdf (arxiv.org)](https://arxiv.org/pdf/2301.12652.pdf)

**Relevant Articles:**

["Automatic Chain of Thought Prompting in Large Language Models" paper reading notes - Zhihu](https://zhuanlan.zhihu.com/p/616154452)