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Flaws in experiment

Not randomised quantity of rounds. This can lead to AI remembering how Many rounds there are and defect on last round.

AI is only told to get as many individual points as possible. This means that the AI isn’t facing a dilemma but rather a challenge or task. But current models and research for AI doesn’t allow for it to decided on dilemmas without being told which is the desired answer beforehand.

Simple IPD I could further this by adding random “mistakes” to the strategies and Agent’s choice. This could lead to the Ai getting rewarded for its mistakes.

The way the environment is set up the Agent is only battling against one AI at a time. It gets to find the strategy that works the best against each other strategy individually rather than sticking to a single strategy this could be changed by having it face off against random strategy and having to learn from the opponents’ actions rather than only on its own decisions.
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