D:\ProgramData\anaconda3\envs\tf-jie\python.exe "D:/Program Files/JetBrains/PyCharm2024.1.4/plugins/python/helpers/pydev/pydevconsole.py" --mode=client --host=127.0.0.1 --port=62955

import sys; print('Python %s on %s' % (sys.version, sys.platform))

sys.path.extend(['E:\\jk\\offline\\step3\_Transformer'])

PyDev console: starting.

Python 3.10.14 | packaged by Anaconda, Inc. | (main, Mar 21 2024, 16:20:14) [MSC v.1916 64 bit (AMD64)] on win32

runfile('E:\\jk\\offline\\step3\_Transformer\\Step2\_Transformer\_3\_241106.py', wdir='E:\\jk\\offline\\step3\_Transformer')

E:\jk\offline\step3\_Transformer\timesformer\_pytorch\timesformer\_pytorch.py:28: SyntaxWarning: "is" with a literal. Did you mean "=="?

if amt is 0:

Epoch 1/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]E:\jk\offline\step3\_Transformer\Step2\_Transformer\_3\_241106.py:53: UserWarning: To copy construct from a tensor, it is recommended to use sourceTensor.clone().detach() or sourceTensor.clone().detach().requires\_grad\_(True), rather than torch.tensor(sourceTensor).

data = torch.tensor(self.\_load\_txt(self.data\_paths[idx]), dtype=torch.float32)

Epoch 1/10, Train: 100%|██████████| 1800/1800 [49:29<00:00, 1.65s/it]

Epoch 2/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]Epoch 1/10, Loss: 0.5095, Accuracy: 70.06%

Epoch 2/10, Train: 100%|██████████| 1800/1800 [48:38<00:00, 1.62s/it]

Epoch 3/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]Epoch 2/10, Loss: 0.0412, Accuracy: 99.06%

Epoch 3/10, Train: 100%|██████████| 1800/1800 [47:34<00:00, 1.59s/it]

Epoch 4/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]Epoch 3/10, Loss: 0.0189, Accuracy: 99.39%

Epoch 4/10, Train: 100%|██████████| 1800/1800 [46:37<00:00, 1.55s/it]

Epoch 5/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]Epoch 4/10, Loss: 0.0270, Accuracy: 99.39%

Epoch 5/10, Train: 100%|██████████| 1800/1800 [46:38<00:00, 1.55s/it]

Epoch 6/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]Epoch 5/10, Loss: 0.0170, Accuracy: 99.61%

Epoch 6/10, Train: 100%|██████████| 1800/1800 [46:50<00:00, 1.56s/it]

Epoch 7/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]Epoch 6/10, Loss: 0.0184, Accuracy: 99.39%

Epoch 7/10, Train: 100%|██████████| 1800/1800 [46:41<00:00, 1.56s/it]

Epoch 8/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]Epoch 7/10, Loss: 0.0139, Accuracy: 99.67%

Epoch 8/10, Train: 100%|██████████| 1800/1800 [48:43<00:00, 1.62s/it]

Epoch 9/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]Epoch 8/10, Loss: 0.0152, Accuracy: 99.67%

Epoch 9/10, Train: 100%|██████████| 1800/1800 [46:58<00:00, 1.57s/it]

Epoch 10/10, Train: 0%| | 0/1800 [00:00<?, ?it/s]Epoch 9/10, Loss: 0.0092, Accuracy: 99.72%

Epoch 10/10, Train: 100%|██████████| 1800/1800 [51:09<00:00, 1.71s/it]

Epoch 10/10, Loss: 0.0037, Accuracy: 99.83%