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| **Nume curs** | **Data Science** |
| **Descriere** | **Aplicarea invatarii automate, a tehnicilor de procesare Big Data si a ultimilor cercetari in domeniul grafurilor neurale adanci in experimente si aplicatii reale cu aplicabilitate comerciala in variate industrii.** |
| **Module (saptamani)** | **14 (16)** |
| Data revizuire | 2018-09-25 |

| **#** | **Nume modul** | **Descriere** | **Aplicatii** | **Tehnologii/ referinte** |
| --- | --- | --- | --- | --- |
| 1 | Data Science: introducere I | Prezentarea succinta a uneltele utilizate in Data Science impreuna cu comparatia intre invatarea automata traditionala si modelele bazate pe grafuri orientate aciclice adanci | De la baze de date tranzactionale la analiza comportamentului valoric al clientilor:   * Structura de date intr-o BD de evenimente pharma * Scopul analizei clientului * Separatia prin metrica euclidiana * Preprocesare si segmentare * Vizualizare si prezentare * Care ar fi urmatorul pas? | k-Means; Bokeh; matplotlib; arbori decizie; t-SNE [1] |
| 2 | Data Science: introducere II | Prezentarea sklearn si a framework-ului TensorFlow impreuna cu biblioteca de nivel inalt Keras | Modele simple de recomandari de produse bazate pe informatii tranzactionale:   * Filtrare colaborativa prin regresie liniara * Spatii de produse si de consumatori ai acestora * TensorFlow si Keras – de ce Keras in prototipare? | regresie liniara; arbori regresie; perceptroni multi-nivel |
| 3 | Data Science: introducere III | Recapitularea conceptelor de baza in invatarea automata: functii obiectiv si hiper-parametrii de model. Modele de baza: regresie liniara, arbori, perceptroni multi-nivel. Cautare in spatiul hiperparametrilor | Modele simple de recomandari de produse bazate pe informatii tranzactionale:   * Modele de determinare a propensitatii de cumparare a consumatorului comercial * Modelare A la Z | regresie liniara; arbori regresie; perceptroni multi-nivel, TensorFlow [2], Keras [3] |
| 4 | Data Science: introducere IV | Utilizarea de multiple domenii ale invatarii automate in Data Science. Aplicarea modelelor NLP in sisteme de analiza predictiva a fluxurilor de afaceri. Transfer-learning in Data Science. | Modele simple de recomandari de produse bazate pe informatii tranzactionale:   * Sisteme de recomandari independente de identitatea consumatorului | Word2vect, Glove, tSNE |
| 5 | Etapizarea unui proiect de Data Science | Planificarea si executia unui proiect de Data Science: analiza, proiectare, programare experiment, validare/cross validare, comunicarea rezultatelor, introducerea in productie | Analiza retentiei clientilor (customer churn prediction) utilizand modele de clasificare bazate pe boosting extrem | xGBoost [4], Pandas, RevoScaleR |
| 6 | Analiza experimentelor I | Culegerea, explorarea initiala si intelegerea datelor in proiecte cu volume mari de date. Utilizarea generatorilor, structurarea si segmentarea datelor. | Analiza retentiei clientilor (customer churn prediction) utilizand modele de clasificare bazate pe boosting extrem | Pandas |
| 7 | Analiza experimentelor II | Explorarea datelor in Python vs R. Utilizarea in R a uneltelor dezvoltate de Revolution Analytics. | Analiza retentiei clientilor (customer churn prediction) utilizand modele de clasificare bazate pe boosting extrem | Pandas, R, RevoScaleR |
| 8 | Analiza experimentelor III | Vizualizarea datelor in vederea intelegerii experimentului, a determinarii cazurilor izolate si a strategiei prin care ar trebui un model de invatare automata sa isi optimizeze parametrii | Analiza retentiei clientilor (customer churn prediction) utilizand modele de clasificare bazate pe boosting extrem | Pandas, matplotlib, seaborn, ggplot2, Bokeh |
| 9 | Proiectare experimentelor I | Tehnici de preprocesare a datelor in experimentele cu date reale. Abordarea preprocesarii in R vs Python Sci Kit Learn | Analiza retentiei clientilor (customer churn prediction) utilizand modele de clasificare bazate pe boosting extrem | Pandas, DataFrames, R |
| 10 | Proiectarea experimentelor II | Proiectarea modelelor supervizate in functie de problema specifica urmarita. Compararea modelului tinta cu modele simple baseline. Utilizarea modelelor state-of-the-art ce nu implica grafuri adanci neurale. | Analiza propensitatii de cumparare a oricarui produs pentru meta-clientii unei corporatii | Regresor xgBoost, pandas, |
| 11 | Proiectarea experimentelor III | Utilizarea modelelor adanci neurale in experimentele Data Science. Rolul variabilelor continue latente si invatarea semi-supervizata a acestora | Sisteme de recomandare la nivel de entitate-vs-entitate si segmentarea automata semi-supervizata a entitatilor | MLP, TensorFlow, Keras |
| 12 | Validarea, ajustarea fina a modelelor si prezentarea rezultatelor | Strategii de validare si testare in functie de problema reala si experimentul aferent. Optimizarea asistata a modelelor. | Sisteme de predictie a churn-ului (non-retentiei) clientilor in industria farma. | Bokeh, MLP, TensorFlow, Keras |
| 13 | Operationalizarea experimentelor in medii de productie | Strategii de implementare a modelelor rezultate in urma experimentelor in sisteme de productie. | Sisteme de predictie a churn-ului (non-retentiei) clientilor in industria farma. | Google TensorFlowServe, Nvidia TensorRT |
| 14 | Modele avansate de analiza predictiva I | Utilizarea invatarii nesupervizate in aplicatii comerciale pentru procesarea fluxurilor de tranzactii | Sisteme avansate de recomandari de produse. Segmentarea clientilor in functie de comportamentul tranzactional | word2vec [5], doc2vec, prod2vec [6], user2vect, MLP, TensorFlow, Keras |
| 15 | Modele avansate de analiza predictiva II | Prezentarea modelelor de procesare a seriilor de timp prin modele cu structuri recurente. Utilizarea optimizarii CUDA pentru diversele tipuri de module neurale. Tehnici de proiectare si optimizare a arhitecturii grafurilor neurale adanci orientate aciclice. | Sisteme de predictie de urmatorului eveniment in fluxuri si aplicatii comerciale. | CuDNNLSTM, CuDNNGRU, MLP, TensorFlow, Keras |
| 16 | Modele avansate de analiza predictiva III | Utilizarea invatarii prin recompensa in diverse scenarii de experimente Data Science. | Sisteme de predictie a actiunii optime intr-un flux de actiuni-evenimente prin evaluarea monetizarii finale a intregului proces. | Policy gradients, DDQN [7], MLP, TensorFlow, Keras |
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