Лабораторна робота №4.Класифікація

студентки групи ЕП-61

Лузанової О.С.

Мета роботи – провести процедуру класифікації різними методами, а саме: Logistic regression, Support Vector Machine (SVM), K-Nearest Neighbors (K-NN), Naive Bayes, Classification Tree, Random Forest.

Після виконання роботи студент повинен:

ЗНАТИ сутність класифікації

УМІТИ організувати та провести зібр даних, кодування, обчислення та інтерпретування статистик, видалити викиди та провести шкалювання даних, обробити відсутні значення – як етап підготовки даних для класифікації та безпосередньо саму класифікацію.

**Класифікація –** встановлення функціональної залежності між вхідними і дискретними вихідними змінними. За допомогою класифікації вирішується завдання приналежності об’єктів до одного зі заздалегідь відомих класів.

Для виконання Лабораторної роботи №4 було обрано тему – збір даних та класифікація рівня злочинності та економічних факторів. Дані зібрані по країнах за 2017 рік.

Щоб виявити економічні фактори, що впливають на кількість вбивст, скоєних у країні, було проведено аналіз наукової літератури. Обрано такі показники, як:

1. Кількість населення (Population).
2. ВВП на душу населення у доларах США (GDP\_p)
3. Рівень безробіття (Unem).
4. Ймовірна тривалість життя (Life\_ex).
5. Рівень смертності (Death).
6. Рівень народжувальності (Bir).
7. % зайнятих віком від 15 років (Emp).
8. % зайнятих у сфері послуг (Emp\_.s)
9. % зайнятих у сфері с/г (Emp\_a).
10. % зайнятих у сфері виробництва (Emp\_i).
11. Державні видатки у сферу освіти (edu\_ex).
12. Державні видатки у сферу збройних сил (Mil\_ex).

lab4\_luzanova\_CLASSIFICATION

#“LOGISTIC REGRESSION” # Download the data

set.seed(123)  
f <- read.csv2('crime\_index.csv', header = TRUE, encoding = 'UNICOD')  
f <- f[,-c(1,2)]  
head(f)

## cr\_in Population gdp\_p unem life\_ex dea bir emp emp\_s emp\_a emp\_i  
## 1 73.85 36296400 556.30 11.18 64.13 6.58 33.21 43.22 37.99 43.99 18.03  
## 2 44.27 2873457 4531.02 13.75 78.33 7.71 11.93 48.22 42.44 38.20 19.35  
## 3 49.63 41389198 4044.28 12.00 76.50 4.72 24.85 36.42 58.85 10.16 30.99  
## 4 65.51 29816748 4095.81 7.12 60.38 8.43 41.28 72.05 41.07 50.56 8.37  
## 5 62.63 44044811 14591.86 8.35 76.37 7.62 17.21 55.53 77.50 0.06 22.44  
## 6 27.08 2944809 3914.50 17.70 74.80 9.86 14.30 45.80 51.95 31.34 16.71  
## edu\_ex mil\_ex  
## 1 530307037 191407113  
## 2 431032412 144382689  
## 3 7361823737 10073364021  
## 4 4091869979 3062872914  
## 5 31276833378 5459643672  
## 6 273378561 443610413

#Розглянемо статистику та переведемо кількісну змінну до бінарних значень, де 1 будуть приймати значення більші за середнє значення, 0 - менші за середнє значення.

library (psych)

## Warning: package 'psych' was built under R version 3.6.3

f$cr\_in<- ifelse(f$cr\_in > mean(f$cr\_in), 1, 0)  
head (f)

## cr\_in Population gdp\_p unem life\_ex dea bir emp emp\_s emp\_a emp\_i  
## 1 1 36296400 556.30 11.18 64.13 6.58 33.21 43.22 37.99 43.99 18.03  
## 2 0 2873457 4531.02 13.75 78.33 7.71 11.93 48.22 42.44 38.20 19.35  
## 3 1 41389198 4044.28 12.00 76.50 4.72 24.85 36.42 58.85 10.16 30.99  
## 4 1 29816748 4095.81 7.12 60.38 8.43 41.28 72.05 41.07 50.56 8.37  
## 5 1 44044811 14591.86 8.35 76.37 7.62 17.21 55.53 77.50 0.06 22.44  
## 6 0 2944809 3914.50 17.70 74.80 9.86 14.30 45.80 51.95 31.34 16.71  
## edu\_ex mil\_ex  
## 1 530307037 191407113  
## 2 431032412 144382689  
## 3 7361823737 10073364021  
## 4 4091869979 3062872914  
## 5 31276833378 5459643672  
## 6 273378561 443610413

describe(f)

## vars n mean sd median trimmed  
## cr\_in 1 123 5.000000e-01 5.000000e-01 0.000000e+00 4.900000e-01  
## Population 2 123 5.579362e+07 1.771883e+08 1.075468e+07 2.292767e+07  
## gdp\_p 3 119 1.893301e+04 2.101956e+04 9.540630e+03 1.534589e+04  
## unem 4 123 7.460000e+00 5.200000e+00 5.760000e+00 6.740000e+00  
## life\_ex 5 123 7.501000e+01 6.360000e+00 7.583000e+01 7.570000e+01  
## dea 6 123 7.730000e+00 2.950000e+00 7.110000e+00 7.570000e+00  
## bir 7 123 1.682000e+01 8.180000e+00 1.430000e+01 1.565000e+01  
## emp 8 123 5.695000e+01 1.119000e+01 5.802000e+01 5.661000e+01  
## emp\_s 9 123 6.019000e+01 1.634000e+01 6.216000e+01 6.145000e+01  
## emp\_a 10 123 1.818000e+01 1.884000e+01 1.070000e+01 1.504000e+01  
## emp\_i 11 123 2.164000e+01 7.440000e+00 2.048000e+01 2.153000e+01  
## edu\_ex 12 116 2.677892e+10 8.743026e+10 4.101771e+09 1.062876e+10  
## mil\_ex 13 112 1.498054e+10 6.182370e+10 2.202939e+09 4.172089e+09  
## mad min max range skew kurtosis  
## cr\_in 0.000000e+00 0.00 1.000000e+00 1.000000e+00 0.02 -2.02  
## Population 1.306531e+07 343400.00 1.386395e+09 1.386052e+09 6.57 45.27  
## gdp\_p 1.050704e+04 556.30 1.076271e+05 1.070709e+05 1.59 2.31  
## unem 3.850000e+00 0.14 2.707000e+01 2.693000e+01 1.31 1.51  
## life\_ex 6.000000e+00 53.95 8.468000e+01 3.073000e+01 -0.95 0.69  
## dea 2.950000e+00 1.17 1.550000e+01 1.433000e+01 0.48 -0.05  
## bir 6.230000e+00 7.00 4.192000e+01 3.492000e+01 1.17 0.73  
## emp 9.270000e+00 33.41 8.671000e+01 5.330000e+01 0.20 -0.18  
## emp\_s 1.661000e+01 13.03 8.794000e+01 7.491000e+01 -0.63 -0.19  
## emp\_a 1.259000e+01 0.06 8.330000e+01 8.324000e+01 1.32 1.13  
## emp\_i 6.260000e+00 3.67 5.451000e+01 5.084000e+01 0.57 2.24  
## edu\_ex 5.279548e+09 191532327.90 8.720000e+11 8.718085e+11 7.97 72.65  
## mil\_ex 2.868804e+09 23823068.18 6.060000e+11 6.059762e+11 8.18 72.85  
## se  
## cr\_in 5.000000e-02  
## Population 1.597653e+07  
## gdp\_p 1.926860e+03  
## unem 4.700000e-01  
## life\_ex 5.700000e-01  
## dea 2.700000e-01  
## bir 7.400000e-01  
## emp 1.010000e+00  
## emp\_s 1.470000e+00  
## emp\_a 1.700000e+00  
## emp\_i 6.700000e-01  
## edu\_ex 8.117696e+09  
## mil\_ex 5.841791e+09

#Висновок: кількість спостережень – 123, кількість змінних – 13, всі кількісні. Є пропущені значеня та викиди

#Заповнимо пропущені значення - середніми значеннями

f\_fill <- f  
f\_fill$gdp\_p <- ifelse(is.na(f$gdp\_p),round(mean(f$gdp\_p,na.rm = TRUE)),f$gdp\_p)  
f\_fill$edu\_ex <- ifelse(is.na(f$edu\_ex),round(mean(f$edu\_ex,na.rm = TRUE)),f$edu\_ex)  
f\_fill$mil\_ex <- ifelse(is.na(f$mil\_ex),round(mean(f$mil\_ex,na.rm = TRUE)),f$mil\_ex)  
f <- f\_fill  
head(f\_fill)

## cr\_in Population gdp\_p unem life\_ex dea bir emp emp\_s emp\_a emp\_i  
## 1 1 36296400 556.30 11.18 64.13 6.58 33.21 43.22 37.99 43.99 18.03  
## 2 0 2873457 4531.02 13.75 78.33 7.71 11.93 48.22 42.44 38.20 19.35  
## 3 1 41389198 4044.28 12.00 76.50 4.72 24.85 36.42 58.85 10.16 30.99  
## 4 1 29816748 4095.81 7.12 60.38 8.43 41.28 72.05 41.07 50.56 8.37  
## 5 1 44044811 14591.86 8.35 76.37 7.62 17.21 55.53 77.50 0.06 22.44  
## 6 0 2944809 3914.50 17.70 74.80 9.86 14.30 45.80 51.95 31.34 16.71  
## edu\_ex mil\_ex  
## 1 530307037 191407113  
## 2 431032412 144382689  
## 3 7361823737 10073364021  
## 4 4091869979 3062872914  
## 5 31276833378 5459643672  
## 6 273378561 443610413

describe(f)

## vars n mean sd median trimmed  
## cr\_in 1 123 5.000000e-01 5.000000e-01 0.000000e+00 4.900000e-01  
## Population 2 123 5.579362e+07 1.771883e+08 1.075468e+07 2.292767e+07  
## gdp\_p 3 123 1.893301e+04 2.067211e+04 1.025423e+04 1.528928e+04  
## unem 4 123 7.460000e+00 5.200000e+00 5.760000e+00 6.740000e+00  
## life\_ex 5 123 7.501000e+01 6.360000e+00 7.583000e+01 7.570000e+01  
## dea 6 123 7.730000e+00 2.950000e+00 7.110000e+00 7.570000e+00  
## bir 7 123 1.682000e+01 8.180000e+00 1.430000e+01 1.565000e+01  
## emp 8 123 5.695000e+01 1.119000e+01 5.802000e+01 5.661000e+01  
## emp\_s 9 123 6.019000e+01 1.634000e+01 6.216000e+01 6.145000e+01  
## emp\_a 10 123 1.818000e+01 1.884000e+01 1.070000e+01 1.504000e+01  
## emp\_i 11 123 2.164000e+01 7.440000e+00 2.048000e+01 2.153000e+01  
## edu\_ex 12 123 2.677892e+10 8.488497e+10 4.501641e+09 1.132612e+10  
## mil\_ex 13 123 1.498054e+10 5.897074e+10 3.062873e+09 5.176146e+09  
## mad min max range skew kurtosis  
## cr\_in 0.000000e+00 0.00 1.000000e+00 1.000000e+00 0.02 -2.02  
## Population 1.306531e+07 343400.00 1.386395e+09 1.386052e+09 6.57 45.27  
## gdp\_p 1.128785e+04 556.30 1.076271e+05 1.070709e+05 1.61 2.50  
## unem 3.850000e+00 0.14 2.707000e+01 2.693000e+01 1.31 1.51  
## life\_ex 6.000000e+00 53.95 8.468000e+01 3.073000e+01 -0.95 0.69  
## dea 2.950000e+00 1.17 1.550000e+01 1.433000e+01 0.48 -0.05  
## bir 6.230000e+00 7.00 4.192000e+01 3.492000e+01 1.17 0.73  
## emp 9.270000e+00 33.41 8.671000e+01 5.330000e+01 0.20 -0.18  
## emp\_s 1.661000e+01 13.03 8.794000e+01 7.491000e+01 -0.63 -0.19  
## emp\_a 1.259000e+01 0.06 8.330000e+01 8.324000e+01 1.32 1.13  
## emp\_i 6.260000e+00 3.67 5.451000e+01 5.084000e+01 0.57 2.24  
## edu\_ex 6.003692e+09 191532327.90 8.720000e+11 8.718085e+11 8.22 77.29  
## mil\_ex 4.030544e+09 23823068.18 6.060000e+11 6.059762e+11 8.58 80.43  
## se  
## cr\_in 5.000000e-02  
## Population 1.597653e+07  
## gdp\_p 1.863940e+03  
## unem 4.700000e-01  
## life\_ex 5.700000e-01  
## dea 2.700000e-01  
## bir 7.400000e-01  
## emp 1.010000e+00  
## emp\_s 1.470000e+00  
## emp\_a 1.700000e+00  
## emp\_i 6.700000e-01  
## edu\_ex 7.653820e+09  
## mil\_ex 5.317213e+09

#Пропущені значення заповнено

#Замінемо значення, що приймаємо за викиди, граничними значеннями максимума та мінімума

qn = quantile(f$Population, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { Population= ifelse(Population < qn[1], qn[1], Population)  
 Population = ifelse(Population > qn[2], qn[2], Population)})  
qn = quantile(f$gdp\_p, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { gdp\_p= ifelse(gdp\_p < qn[1], qn[1], gdp\_p)  
 gdp\_p = ifelse(gdp\_p > qn[2], qn[2], gdp\_p)})  
qn = quantile(f$unem, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { unem = ifelse(unem < qn[1], qn[1], unem)  
 unem = ifelse(unem > qn[2], qn[2], unem)})  
qn = quantile(f$life\_ex, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { life\_ex = ifelse(life\_ex < qn[1], qn[1], life\_ex)  
 life\_ex = ifelse(life\_ex > qn[2], qn[2], life\_ex)})  
qn = quantile(f$dea, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { dea= ifelse(dea < qn[1], qn[1], dea)  
 dea = ifelse(dea > qn[2], qn[2], dea)})  
qn = quantile(f$bir, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { bir= ifelse(bir < qn[1], qn[1], bir)  
 bir = ifelse(bir > qn[2], qn[2], bir)})  
qn = quantile(f$emp, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { emp= ifelse(emp < qn[1], qn[1], emp)  
 emp = ifelse(emp> qn[2], qn[2], emp)})  
qn = quantile(f$emp\_s, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { emp\_s= ifelse(emp\_s < qn[1], qn[1], emp\_s)  
 emp\_s = ifelse(emp\_s > qn[2], qn[2], emp\_s)})  
qn = quantile(f$emp\_a, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { emp\_a= ifelse(emp\_a < qn[1], qn[1], emp\_a)  
 emp\_a = ifelse(emp\_a > qn[2], qn[2], emp\_a)})  
qn = quantile(f$emp\_i, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { emp\_i= ifelse(emp\_i < qn[1], qn[1], emp\_i)  
 emp\_i = ifelse(emp\_i > qn[2], qn[2], emp\_i)})  
qn = quantile(f$edu\_ex, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { edu\_ex= ifelse(edu\_ex < qn[1], qn[1], edu\_ex)  
 edu\_ex = ifelse(edu\_ex > qn[2], qn[2], edu\_ex)})  
qn = quantile(f$mil\_ex, c(0.05, 0.95), na.rm = TRUE)  
f = within(f, { mil\_ex= ifelse(mil\_ex < qn[1], qn[1], mil\_ex)  
 mil\_ex = ifelse(mil\_ex > qn[2], qn[2], mil\_ex)})  
  
describe(f)

## vars n mean sd median trimmed  
## cr\_in 1 123 5.000000e-01 5.000000e-01 0.000000e+00 4.900000e-01  
## Population 2 123 3.460812e+07 4.958875e+07 1.075468e+07 2.292767e+07  
## gdp\_p 3 123 1.813714e+04 1.821617e+04 1.025423e+04 1.528928e+04  
## unem 4 123 7.300000e+00 4.580000e+00 5.760000e+00 6.740000e+00  
## life\_ex 5 123 7.518000e+01 5.750000e+00 7.583000e+01 7.570000e+01  
## dea 6 123 7.730000e+00 2.690000e+00 7.110000e+00 7.570000e+00  
## bir 7 123 1.658000e+01 7.440000e+00 1.430000e+01 1.565000e+01  
## emp 8 123 5.689000e+01 1.047000e+01 5.802000e+01 5.661000e+01  
## emp\_s 9 123 6.039000e+01 1.530000e+01 6.216000e+01 6.145000e+01  
## emp\_a 10 123 1.767000e+01 1.738000e+01 1.070000e+01 1.504000e+01  
## emp\_i 11 123 2.147000e+01 6.420000e+00 2.048000e+01 2.153000e+01  
## edu\_ex 12 123 1.901020e+10 3.067557e+10 4.501641e+09 1.132612e+10  
## mil\_ex 13 123 8.330987e+09 1.273161e+10 3.062873e+09 5.176146e+09  
## mad min max range skew kurtosis  
## cr\_in 0.000000e+00 0.00 1.000000e+00 1.000000e+00 0.02 -2.02  
## Population 1.306531e+07 647881.60 1.877530e+08 1.871052e+08 1.99 3.09  
## gdp\_p 1.128785e+04 1393.23 6.081815e+04 5.942491e+04 1.12 -0.02  
## unem 3.850000e+00 1.82 1.768000e+01 1.586000e+01 0.92 -0.18  
## life\_ex 6.000000e+00 63.06 8.266000e+01 1.959000e+01 -0.63 -0.44  
## dea 2.950000e+00 3.49 1.327000e+01 9.780000e+00 0.50 -0.65  
## bir 6.230000e+00 8.30 3.317000e+01 2.487000e+01 0.89 -0.30  
## emp 9.270000e+00 39.52 7.781000e+01 3.829000e+01 0.10 -0.61  
## emp\_s 1.661000e+01 28.61 8.161000e+01 5.299000e+01 -0.47 -0.78  
## emp\_a 1.259000e+01 1.12 5.969000e+01 5.857000e+01 1.04 0.01  
## emp\_i 6.260000e+00 8.52 3.305000e+01 2.454000e+01 -0.02 -0.54  
## edu\_ex 6.003692e+09 386855546.29 1.196822e+11 1.192953e+11 2.22 4.19  
## mil\_ex 4.030544e+09 71955687.86 4.632868e+10 4.625672e+10 2.03 3.19  
## se  
## cr\_in 5.000000e-02  
## Population 4.471267e+06  
## gdp\_p 1.642500e+03  
## unem 4.100000e-01  
## life\_ex 5.200000e-01  
## dea 2.400000e-01  
## bir 6.700000e-01  
## emp 9.400000e-01  
## emp\_s 1.380000e+00  
## emp\_a 1.570000e+00  
## emp\_i 5.800000e-01  
## edu\_ex 2.765923e+09  
## mil\_ex 1.147971e+09

write.csv2(f, file = "crime\_index\_pre.csv")

#Позбавились викидів та пропущених значень.

# Features Scaling

mPopulation <- mean(f$Population)  
sPopulation <- sd(f$Population)  
f$Population <- (f$Population-mPopulation)/sPopulation  
  
mgdp\_p <- mean(f$gdp\_p)  
sgdp\_p <- sd(f$gdp\_p)  
f$gdp\_p<- (f$gdp\_p-mgdp\_p)/sgdp\_p  
  
munem <- mean(f$unem)  
sunem <- sd(f$unem)  
f$unem <- (f$unem-munem)/sunem  
  
mlife\_ex <- mean(f$life\_ex)  
slife\_ex <- sd(f$life\_ex)  
f$life\_ex <- (f$life\_ex-mlife\_ex)/slife\_ex  
  
mdea <- mean(f$dea)  
sdea <- sd(f$dea)  
f$dea<- (f$dea-mdea)/sdea  
  
mbir <- mean(f$bir)  
sbir <- sd(f$bir)  
f$bir <- (f$bir-mbir)/sbir  
  
memp <- mean(f$emp)  
semp <- sd(f$emp)  
f$emp <- (f$emp-memp)/semp  
  
memp\_s <- mean(f$emp\_s)  
semp\_s <- sd(f$emp\_s)  
f$emp\_s<- (f$emp\_s-memp\_s)/semp\_s  
  
memp\_a <- mean(f$emp\_a)  
semp\_a <- sd(f$emp\_a)  
f$emp\_a <- (f$emp\_a-memp\_a)/semp\_a  
  
memp\_i <- mean(f$emp\_i)  
semp\_i <- sd(f$emp\_i)  
f$emp\_i <- (f$emp\_i-memp\_i)/semp\_i  
  
medu\_ex <- mean(f$edu\_ex)  
sedu\_ex <- sd(f$edu\_ex)  
f$edu\_ex<- (f$edu\_ex-medu\_ex)/sedu\_ex  
  
mmil\_ex <- mean(f$mil\_ex)  
smil\_ex <- sd(f$mil\_ex)  
f$mil\_ex <- (f$mil\_ex-mmil\_ex)/smil\_ex  
  
head (f)

## cr\_in Population gdp\_p unem life\_ex dea bir  
## 1 1 0.03404554 -0.9191786 0.8472187 -1.92163256 -0.428923107 2.23006043  
## 2 0 -0.63995695 -0.7469257 1.4084049 0.54801921 -0.008656897 -0.62521158  
## 3 1 0.13674621 -0.7736459 1.0262742 0.22974718 -1.120688727 1.11185648  
## 4 1 -0.09662224 -0.7708171 -0.0393244 -2.10703037 0.259123343 2.23006043  
## 5 1 0.19029893 -0.1946230 0.2292589 0.20713769 -0.042129427 0.08467382  
## 6 0 -0.63851808 -0.7807704 2.2665612 -0.06591535 0.790964652 -0.30656984  
## emp emp\_s emp\_a emp\_i edu\_ex mil\_ex  
## 1 -1.3054994 -1.4645832 1.5143179 -0.5351602 -0.6024304 -0.6393203  
## 2 -0.8281562 -1.1736896 1.1812142 -0.3296526 -0.6056667 -0.6430138  
## 3 -1.6591152 -0.1009786 -0.4319510 1.4825507 -0.3797282 0.1368544  
## 4 1.4468612 -1.2632456 1.8922956 -2.0162161 -0.4863262 -0.4137821  
## 5 -0.1302805 1.1181597 -0.9523177 0.1514220 0.3998826 -0.2255286  
## 6 -1.0591903 -0.5520271 0.7865525 -0.7406678 -0.6071068 -0.6195111

#Висновок: моделі класифікації вимагають попереднього шкалювання кількісних змінних. Шкалювання виконано.

# Splitting the scaled dataset into the TRAIN set and TEST set

set.seed(123)  
library(caTools)

## Warning: package 'caTools' was built under R version 3.6.3

split = sample.split(f$cr\_in, SplitRatio = 0.7)  
f\_train\_c = subset(f, split == TRUE)  
f\_test\_c = subset(f, split == FALSE)

#Висновок: підготований датасет розділено на навчальну та тестову вибірки. До тренувальної вибірки обрано 86 значень (70% від усіх спостережень), до тестової - 37 значення (30% від усіх спостережень)

# Fitting (Benchmark model)

class\_lr <- glm(cr\_in ~ ., f\_train\_c, family = binomial)  
summary(class\_lr)

##   
## Call:  
## glm(formula = cr\_in ~ ., family = binomial, data = f\_train\_c)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -3.4860 -0.5117 -0.0028 0.3855 2.2671   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.1984 0.4232 0.469 0.63926   
## Population 1.8712 0.8299 2.255 0.02415 \*   
## gdp\_p -0.9677 0.7339 -1.319 0.18731   
## unem -0.7932 0.6785 -1.169 0.24239   
## life\_ex 0.4746 1.0555 0.450 0.65292   
## dea 0.9173 0.6522 1.406 0.15959   
## bir 3.6270 1.3661 2.655 0.00793 \*\*  
## emp 0.1782 0.5699 0.313 0.75453   
## emp\_s 3.3086 5.0076 0.661 0.50879   
## emp\_a 1.3677 5.5564 0.246 0.80557   
## emp\_i -0.3131 2.0057 -0.156 0.87596   
## edu\_ex -1.4889 1.0051 -1.481 0.13853   
## mil\_ex 0.2372 0.7067 0.336 0.73716   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 119.221 on 85 degrees of freedom  
## Residual deviance: 53.648 on 73 degrees of freedom  
## AIC: 79.648  
##   
## Number of Fisher Scoring iterations: 7

## Optimized model

class\_opt <- glm(cr\_in ~ edu\_ex + Population, f\_train\_c, family = binomial)  
summary(class\_opt)

##   
## Call:  
## glm(formula = cr\_in ~ edu\_ex + Population, family = binomial,   
## data = f\_train\_c)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.56058 -1.06829 -0.06459 1.04608 1.81096   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.07671 0.25251 0.304 0.76130   
## edu\_ex -1.59527 0.50400 -3.165 0.00155 \*\*  
## Population 1.77339 0.54412 3.259 0.00112 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 119.221 on 85 degrees of freedom  
## Residual deviance: 95.968 on 83 degrees of freedom  
## AIC: 101.97  
##   
## Number of Fisher Scoring iterations: 5

#обрано саме ці змінні на підставі аналізу двофакторної моделі. Саме ці дві змінні дають найбільш гарний результат

# Predicting

p <- predict(class\_opt, f\_test\_c[, c("edu\_ex","Population" )], type = 'response')  
y <- ifelse(p > 0.7, 1, 0)

#Висновок: розраховані ймовірності віднесення об’єктів до кожного з двох класів (вектор р), визначені класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test\_c[, 'cr\_in'], y > 0.7)  
print(cm)

##   
## FALSE TRUE  
## 0 17 2  
## 1 14 4

#Висновок: точність моделі - (17 + 4) / 37 = 56.8 %, частка невірно класифікованих випадків – (14 + 2) / 37 = 43,2 %. Чутливість моделі – 4 / (4 + 14) = 22.2 %, специфічність – 17 / (17 + 2) = 89.5 %, тобто модель більш чутлива до виявлення позитивних випадків. У цьому разі – “країн”, з високим рівнем злочинності.

## ROC

library(ROCR)

## Warning: package 'ROCR' was built under R version 3.6.3

pref <- prediction(p, f\_test\_c$cr\_in)  
perf <- performance(pref, "tpr", "fpr")  
plot(perf)

![](data:image/png;base64,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)

#Висновок: співвідношення істинно-позитивних і хибно-позитивних випадків свідчить про відносно погану якість моделі.

# Visualising the Test set results

library(ggplot2)

##   
## Attaching package: 'ggplot2'

## The following objects are masked from 'package:psych':  
##   
## %+%, alpha

set = f\_test\_c[,c('edu\_ex','Population','cr\_in')]  
X1 = seq(min(set['edu\_ex']) - 1, max(set['edu\_ex']) + 1, by = 0.01)  
X2 = seq(min(set['Population']) - 1, max(set['Population']) + 1, by = 0.01)  
grid\_set = expand.grid(X1, X2)  
colnames(grid\_set) = c('edu\_ex', 'Population')  
prob\_set = predict(class\_opt, grid\_set, type = 'response')  
y\_grid = ifelse(prob\_set > 0.7, 1, 0)  
plot(set[, -3],  
 main = 'Logistic Regression',  
 xlab = 'edu\_ex', ylab = 'Population',  
 xlim = range(X1), ylim = range(X2))  
contour(X1, X2, matrix(as.numeric(y\_grid), length(X1), length(X2)), add = TRUE)  
points(grid\_set, pch = '.', col = ifelse(y\_grid == 1, 'tomato', 'springgreen3'))  
points(set, pch = 21, bg = ifelse(set[, 3] == 1, 'red3', 'green4'))
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#“K-Nearest Neighbors (K-NN)”

# Fitting & predicting

library(class)  
y = knn(train = f\_train\_c[,c('edu\_ex','Population')],  
 test = f\_test\_c[,c('edu\_ex','Population')],  
 cl = f\_train\_c[, 'cr\_in'],  
 k = 5,  
 prob = TRUE)

#Висновок: і навчання, і прогнозування за моделлю k найближчих сусідів здійснюється однією функцією. У результаті отримуємо вектор класів об’єктів.

## Confusion Matrix

cm = table(f\_test\_c[, 'cr\_in'], y == '1')  
print(cm)

##   
## FALSE TRUE  
## 0 11 8  
## 1 5 13

#Висновок: точність моделі – (11+13) / 37 = 64.9 %, частка невірно класифікованих випадків – (5+8) / 37 = 35.1 %. Чутливість – 13 / (13+5) = 72.2 %, специфічність – 11 / (11+8) = 57,9 %, тобто модель більш чутлива до виявлення позитивних випадків. У цьому разі – “країн”, з високим рівнем злочинності

## Visualising the Test set results

library(ggplot2)  
set = f\_test\_c[,c('edu\_ex','Population','cr\_in')]  
X1 = seq(min(set['edu\_ex']) - 1, max(set['edu\_ex']) + 1, by = 0.01)  
X2 = seq(min(set['Population']) - 1, max(set['Population']) + 1, by = 0.01)  
grid\_set = expand.grid(X1, X2)  
colnames(grid\_set) = c('edu\_ex', 'Population')  
y\_grid = knn(train = f\_train\_c[,c('edu\_ex','Population')], test = grid\_set, cl = f\_train\_c[, 'cr\_in'], k = 5)  
plot(set[, -3],  
 main = 'KNN',  
 xlab = 'edu\_ex', ylab = 'Population',  
 xlim = range(X1), ylim = range(X2))  
contour(X1, X2, matrix(as.numeric(y\_grid), length(X1), length(X2)), add = TRUE)  
points(grid\_set, pch = '.', col = ifelse(y\_grid == 1, 'tomato', 'springgreen3'))  
points(set, pch = 21, bg = ifelse(set[, 3] == 1, 'red3', 'green4'))
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#“Support Vector Machine (SVM)”

# Fitting SVM model

library(e1071)

## Warning: package 'e1071' was built under R version 3.6.3

class\_svm\_l = svm(cr\_in ~ edu\_ex + Population, data = f\_train\_c, kernel = 'linear')  
summary(class\_svm\_l)

##   
## Call:  
## svm(formula = cr\_in ~ edu\_ex + Population, data = f\_train\_c, kernel = "linear")  
##   
##   
## Parameters:  
## SVM-Type: eps-regression   
## SVM-Kernel: linear   
## cost: 1   
## gamma: 0.5   
## epsilon: 0.1   
##   
##   
## Number of Support Vectors: 82

# Predicting

p <- predict(class\_svm\_l, f\_test\_c[, c('edu\_ex','Population')])  
y <- ifelse(p > 0.5, 1, 0)

#Висновок: визначено класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test\_c[, 'cr\_in'], y)  
print(cm)

## y  
## 0 1  
## 0 18 1  
## 1 16 2

#Висновок: точність моделі - (18 + 2) / 37 = 54.1 %, частка невірно класифікованих випадків – (16 + 1) / 37 = 45,9 %. Чутливість моделі – 2 / (16 + 2) = 11.1 %, специфічність – 18 / (18 + 1) = 94,7 %, тобто модель більш чутлива до виявлення негативних випадків. У цьому разі – “країн”, з низьким рівнем злочинності

# Visualising the Test set results

xgrid = expand.grid(edu\_ex = f\_test\_c$edu\_ex, Population = f\_test\_c$Population)  
ygrid = predict(class\_svm\_l, xgrid)  
#Finally, you plot the points and color them according to the decision boundary. You can see that the decision boundary is linear. You can put the data points in the plot as well to see where they lie.  
plot(xgrid, col = as.numeric(y\_grid), pch = 10, cex = .9)   
points(f\_test\_c[, c('edu\_ex','Population')], col = as.factor(f\_test\_c$cr\_in), pch = 19)

![](data:image/png;base64,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)

# Fitting RBF-kernel model

library(e1071)  
class\_svm\_r = svm(cr\_in ~ edu\_ex + Population, data = f\_train\_c, kernel = 'radial')  
summary(class\_svm\_r)

##   
## Call:  
## svm(formula = cr\_in ~ edu\_ex + Population, data = f\_train\_c, kernel = "radial")  
##   
##   
## Parameters:  
## SVM-Type: eps-regression   
## SVM-Kernel: radial   
## cost: 1   
## gamma: 0.5   
## epsilon: 0.1   
##   
##   
## Number of Support Vectors: 75

# Predicting

p <- predict(class\_svm\_r, f\_test\_c[, c('edu\_ex','Population')])  
y <- ifelse(p > 0.5, 1, 0)

#Висновок: визначені класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test\_c[, 'cr\_in'], y)  
print(cm)

## y  
## 0 1  
## 0 16 3  
## 1 10 8

#Висновок: точність моделі - (16 + 8) / 37 = 64.9 %, частка невірно класифікованих випадків – (10 + 3) / 37 = 35,1 %. Чутливість моделі – 8 / (8 + 10) = 44.4 %, специфічність – 16 / (16 + 8) = 66.7 %, тобто модель більш чутлива до виявлення негативних випадків. У цьому разі – “країн”, з низьким рівнем злочинності

# Visualising the Test set results

library(ggplot2)  
set = f\_test\_c[,c('edu\_ex','Population','cr\_in')]  
X1 = seq(min(set['edu\_ex']) - 1, max(set['edu\_ex']) + 1, by = 0.01)  
X2 = seq(min(set['Population']) - 1, max(set['Population']) + 1, by = 0.01)  
grid\_set = expand.grid(X1, X2)  
colnames(grid\_set) = c('edu\_ex', 'Population')  
p\_grid = predict(class\_svm\_r, grid\_set)  
y\_grid <- ifelse(p\_grid > 0.5, 1, 0)  
plot(set[, -3],  
 main = 'SVM',  
 xlab = 'edu\_ex', ylab = 'Population',  
 xlim = range(X1), ylim = range(X2))  
contour(X1, X2, matrix(as.numeric(y\_grid), length(X1), length(X2)), add = TRUE)  
points(grid\_set, pch = '.', col = ifelse(y\_grid == 1, 'tomato', 'springgreen3'))  
points(set, pch = 21, bg = ifelse(set[, 3] == 1, 'red3', 'green4'))
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#“Naive Bayes” # Fitting

library(e1071)  
f\_train\_c$cr\_in <- as.factor(f\_train\_c$cr\_in)  
f\_test\_c$cr\_in <- as.factor(f\_test\_c$cr\_in)  
class\_nb = naiveBayes(cr\_in ~ edu\_ex + Population, data = f\_train\_c)

#Висновок: для навчання моделі використано функцію naiveBayes.

# Predicting

y <- predict(class\_nb, f\_test\_c[, c('edu\_ex','Population')])

#Висновок: визначено класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test\_c[, 'cr\_in'], y)   
print(cm)

## y  
## 0 1  
## 0 17 2  
## 1 14 4

#Висновок: точність моделі - (17 + 4) / 37 = 56.8 %, частка невірно класифікованих випадків – (14 + 2) / 37 = 43,2 %. Чутливість моделі – 4 / (4 + 14) = 22.2 %, специфічність – 17 / (17 + 2) = 89.5 %, тобто модель більш чутлива до виявлення пнегативних випадків. У цьому разі – “країн”, з низьким рівнем злочинності

# Visualising the Test set results

library(ggplot2)  
set = f\_test\_c[,c('edu\_ex','Population','cr\_in')]  
X1 = seq(min(set['edu\_ex']) - 1, max(set['edu\_ex']) + 1, by = 0.01)  
X2 = seq(min(set['Population']) - 1, max(set['Population']) + 1, by = 0.01)  
grid\_set = expand.grid(X1, X2)  
colnames(grid\_set) = c('edu\_ex', 'Population')  
y\_grid = predict(class\_nb, grid\_set)  
plot(set[, -3],  
 main = 'Naive Bayes',  
 xlab = 'edu\_ex', ylab = 'Population',  
 xlim = range(X1), ylim = range(X2))  
contour(X1, X2, matrix(as.numeric(y\_grid), length(X1), length(X2)), add = TRUE)  
points(grid\_set, pch = '.', col = ifelse(y\_grid == 1, 'tomato', 'springgreen3'))  
points(set, pch = 21, bg = ifelse(set[, 3] == 1, 'red3', 'green4'))

![](data:image/png;base64,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) #Висновок: на графіку червоним позначені “країни” з високим рівнем злочинності, зеленим – з низьким рівнем злочинності.Червоним виділена зона високої ймовірності високого значення рівня злочинності. Модель описує нелінійний варіант розділяючої кривої.

#“Classification Tree”

# Fitting

library(rpart)

## Warning: package 'rpart' was built under R version 3.6.3

f\_train\_c$cr\_in <- as.factor(f\_train\_c$cr\_in)  
f\_test\_c$cr\_in <- as.factor(f\_test\_c$cr\_in)  
class\_dt = rpart(cr\_in ~ ., data = f\_train\_c)

## Predicting

y <- predict(class\_dt, f\_test\_c[-14], type = 'class')

#Висновок: визначені класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test\_c[, 'cr\_in'], y)  
print(cm)

## y  
## 0 1  
## 0 14 5  
## 1 4 14

#Висновок: точність моделі – (14+14) / 37 = 75.7 %, частка невірно класифікованих випадків – (4+5) / 37 = 24.3 %. Чутливість – 14 / (14+4) = 77.8 %, специфічність – 14 / (14+5) = 73.7 %, тобто модель більш чутлива до виявлення позитивних випадків. У цьому разі – “країн”, з високим рівнем злочинносі

# Plotting the tree

plot(class\_dt)  
text(class\_dt)

![](data:image/png;base64,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) #для аналізу необхідно перейти від шкальованих даних до реальних

# Fitting 2 factors

class\_ct = rpart(cr\_in ~ edu\_ex + Population, data = f\_train\_c)

## Predicting

y <- predict(class\_ct, f\_test\_c[, c('edu\_ex', 'Population')], type = 'class')

#Висновок: визначено класи об’єктів (вектор у). Для цього використано параметр type = ‘class’.

## Confusion Matrix

cm = table(f\_test\_c[, 'cr\_in'], y)  
print(cm)

## y  
## 0 1  
## 0 13 6  
## 1 7 11

#Висновок: точність моделі – (13+11) / 37 = 64.9 %, частка невірно класифікованих випадків – (7+6) / 37 = 35.1 %. Чутливість – 11 / (11+7) = 61.1 %, специфічність – 13/ (13+6) = 68.4 %, тобто модель більш чутлива до виявлення негативних випадків. У цьому разі – “країн”, з низьким рівнем злочинності

# Visualising the Test set results

library(ggplot2)  
set = f\_test\_c[,c('edu\_ex','Population','cr\_in')]  
X1 = seq(min(set['edu\_ex']) - 1, max(set['edu\_ex']) + 1, by = 0.01)  
X2 = seq(min(set['Population']) - 1, max(set['Population']) + 1, by = 0.01)  
grid\_set = expand.grid(X1, X2)  
colnames(grid\_set) = c('edu\_ex', 'Population')  
y\_grid = predict(class\_ct, grid\_set, type = 'class')  
plot(set[, -3],  
 main = 'Classification Tree',  
 xlab = 'edu\_ex', ylab = 'Population',  
 xlim = range(X1), ylim = range(X2))  
contour(X1, X2, matrix(as.numeric(y\_grid), length(X1), length(X2)), add = TRUE)  
points(grid\_set, pch = '.', col = ifelse(y\_grid == 1, 'tomato', 'springgreen3'))  
points(set, pch = 21, bg = ifelse(set[, 3] == 1, 'red3', 'green4'))
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# Fitting Random Forest Classification to the Training set

library(randomForest)

## Warning: package 'randomForest' was built under R version 3.6.3

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

## The following object is masked from 'package:psych':  
##   
## outlier

set.seed(123)  
class\_rf = randomForest(cr\_in ~ edu\_ex + Population, data = f\_train\_c, ntree = 10)

## Predicting

y <- predict(class\_rf, f\_test\_c[, c('edu\_ex','Population')])

#Висновок: визначені класи об’єктів (вектор у).

## Confusion Matrix

cm = table(f\_test\_c[, 'cr\_in'], y)  
print(cm)

## y  
## 0 1  
## 0 13 6  
## 1 5 13

#Висновок: точність моделі – (13+13) / 37 = 70.3 %, частка невірно класифікованих випадків – (5+6) / 37 = 29.7 %. Чутливість – 13 / (13+5) = 72.2 %, специфічність – 13 / (13+6) = 69,4 %, тобто модель більш чутлива до виявлення позитивних випадків. У цьому разі – “країн”, з високим рівнем злочинності

# Visualising the Test set results

set = f\_test\_c[,c('edu\_ex','Population','cr\_in')]  
X1 = seq(min(set['edu\_ex']) - 1, max(set['edu\_ex']) + 1, by = 0.01)  
X2 = seq(min(set['Population']) - 1, max(set['Population']) + 1, by = 0.01)  
grid\_set = expand.grid(X1, X2)  
colnames(grid\_set) = c('edu\_ex', 'Population')  
y\_grid = predict(class\_rf, grid\_set)  
plot(set[, -3],  
 main = 'Random Forest',  
 xlab = 'edu\_ex', ylab = 'Population',  
 xlim = range(X1), ylim = range(X2))  
contour(X1, X2, matrix(as.numeric(y\_grid), length(X1), length(X2)), add = TRUE)  
points(grid\_set, pch = '.', col = ifelse(y\_grid == 1, 'tomato', 'springgreen3'))  
points(set, pch = 21, bg = ifelse(set[, 3] == 1, 'red3', 'green4'))
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#“NEUORAL NETWORKS FOR CLASSIFICATION”

library(neuralnet)

## Warning: package 'neuralnet' was built under R version 3.6.3

##   
## Attaching package: 'neuralnet'

## The following object is masked from 'package:ROCR':  
##   
## prediction

# fit neural network  
nn = neuralnet(cr\_in ~ edu\_ex + Population, f\_train\_c, hidden = 3, linear.output = T)  
# plot neural network  
plot(nn)

#Висновок: на основі змінних edu\_ex,Population побудовано двошарову нейронну мережу для прогнозування классу.

# Fitting the NN

library(nnet)

## Warning: package 'nnet' was built under R version 3.6.3

set.seed(11)  
ff\_cl <- nnet(data = f\_train\_c, cr\_in ~ edu\_ex + Population, size = 3, maxit = 1000)

## # weights: 13  
## initial value 62.488002   
## iter 10 value 46.984984  
## iter 20 value 45.800771  
## iter 30 value 42.812030  
## iter 40 value 41.600810  
## iter 50 value 40.700508  
## iter 60 value 40.347143  
## iter 70 value 40.229492  
## iter 80 value 40.220782  
## iter 90 value 40.218863  
## iter 100 value 40.204982  
## iter 110 value 40.195220  
## iter 120 value 40.190299  
## iter 130 value 40.184970  
## iter 140 value 40.183648  
## iter 150 value 40.177266  
## iter 160 value 40.173339  
## iter 170 value 40.171194  
## iter 180 value 40.168755  
## iter 190 value 40.166189  
## iter 190 value 40.166189  
## final value 40.166189   
## converged

library(graphics)  
source(file = 'plot.nnet.R')  
plot.nnet(ff\_cl)

## Loading required package: scales

##   
## Attaching package: 'scales'

## The following objects are masked from 'package:psych':  
##   
## alpha, rescale

## Loading required package: reshape

## Warning: package 'reshape' was built under R version 3.6.3

##   
## Attaching package: 'reshape'

## The following object is masked from 'package:class':  
##   
## condense
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## Predicting

#p\_nn\_cl <- predict(nn, f\_test\_c)  
#p <- (p > 0.5)  
#p <- as.factor(p\_ff\_cl)  
p\_ff\_cl <- predict(ff\_cl, f\_test\_c, type = "class")   
p <- as.factor(p\_ff\_cl)

#### Висновок: визначені класи об’єктів (вектор p)

## Confusion Matrix

cm = table(f\_test\_c[, 'cr\_in'], p)  
print(cm)

## p  
## 0 1  
## 0 16 3  
## 1 10 8

#Висновок: точність моделі – (16+8) / 37 = 64.9 %, частка невірно класифікованих випадків – (10+3) / 37 = 35.1 %. Чутливість – 8 / (10+8) = 44.4 %, специфічність – 16 / (16+3) = 84.2 %, тобто модель більш чутлива до виявлення негативних випадків. У цьому разі – “країн”, з низьким рівнем злочинності

#Отже, проведено класифікацію різними методами, серед яких: Logistic Regression, KNN, SVM, Naive Bayes, Classification Tree, Random Forest. За методом Classification Tree найменша кількість невірно віднесених значень - 9, при вибірці у 37 спостережень. Висновки по методу Classification Tree: тточність моделі – (14+14) / 37 = 75.7 %, частка невірно класифікованих випадків – (4+5) / 37 = 24.3 %. Чутливість – 14 / (14+4) = 77.8 %, специфічність – 14 / (14+5) = 73.7 %, тобто модель більш чутлива до виявлення позитивних випадків. У цьому разі – “країн”, з високим рівнем злочинносі