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3. **网络模型和问题描述**
   1. 任务描述（注意，此时仅有大体执行，一些因子的引入需要写着逐渐完善，造新东西嘛）

此模块梳理思路，先将用户群体分为可信任和不可信任两部分群体---此处引入信任度---，接着有三个部分：分配任务，处理数据和提供报酬分配任务:

分配任务：

平台方提供任务，由用户自己选择（初始位置和任务数量，以及对不同任务的报价,以及承诺数据质量）

此时平台会对所有任务提交进行评估进行任务分配（承诺质量不足75%的不选，同时可初步计算贡献效率来作为选择标准---计算看老论文---），被分配到的人称为优胜者----此模块可以修改为机器学习----

分配原则（对不同群体有不一样的，对于信任群体应遵循覆盖原则，对于非信任群体则应尽可能遵循重合原则，即与信任群体的任务尽可能重合，同时也应该满足覆盖原则）

----此处的实现可能会引入第一篇论文中的现状偏好因子来实现

-----此处目的：尽可能实现任务的覆盖，结合报酬实现低成本和宽覆盖，高质量的综合最优解（其中不是任何一项的最优，即不能一味追求数据质量这种东西）

处理数据：

首先对于信任人员，根据其提供数据计算得到不同等级的标准数据并储存在一个数组----或者其他存储函数----（其中若一个人基于其所报数据为标准数据，多人则根据信任度加权获得，取平均也行），接着更新所有人员的数据：

1. 信任度更新：根据实际等级与承诺等级进行对比，此处我们引入第一个修正函数，以标准数据表当前数据作为基准点，将实际数据离散化为等级的映射情况，代入数值即可修正信任度---此处函数可能需要重新设计，注意此处数据和等级是不一样的---
2. 数据质量评估：与标准数据表对比确认实际数据质量等级

---注意，实际上标准数据表并不一定会覆盖所有咱们需要的75%以上所有数据，我们可以根据大部分数据设计函数计算得到其他的，或者用户对比的干脆找最近的标准数据

---针对上一个注意，我们也可采用昨天的思路，没有确定的就按照不可信内部进行加权当作标准值进入标准数据表，不过此时更新信任度幅度小（就昨天说的那个）

分配报酬：

咱们分配报酬的原则是基础+额外，基础即报价，额外的计算：

由于涉及到不同的等级，所以等级也要作为一个参数套入计算额外的，且质量越高理论上报酬也应该越高，由此数据等级与完美数据的距离也要作为一个参数，由此有一个初步思路：

我们可以设计三个函数，一个针对承诺的计算额外报酬，距离承诺越近报酬越高；另一个我们针对实际效益（即数据越准越好）来给予额外报酬，最后综合前两个函数所得到的报酬进行综合确定最终额外报酬（>=-基础,有下界的函数应该好找）

* 1. 物理模型（要写定义内容）
  2. \*\*\*

1. **同类模型比较**
2. **模拟数据实验论证**