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| 中文翻译 |
| **基于**J2EE**在分布式环境下的底层结构的自动动态配置的应用**  正文  摘要：为了实现广域网中符合工业标准基于组件的应用程序中动态的可适应性，我们需要一种框架来在这样的环境里自动化地配置J2EE 应用程序。这种需要对于哪怕在单一的应用程序服务器上尝试部署J2EE应用的人来说也显而易见，这种任务设计到大量的系统服务和应用组件的配置。  关键词：j2ee；动态配置；分布式；组件；  1 前言  近几年，我们已经看到基于组件的企业应用开发的显著增加。这种应用程序通常被部署在公司的内部网或者是因特网上，以高事务容量，大量的用户和覆盖范围广的访问为特征，它通常会被部署在中央区域，采用服务器集群来均衡负载从而支持用户下载。但是这种平均负荷的方法被证明只对减少应用转发的用户可以察觉的反应时间有效，而对于减少网络方面的延迟作用不大，垂直分割（例如…运行网络层和事务层在不同的虚拟机）被用于错误分离和均衡负荷，但是它是不符合实际的由于远程调运的大量使用显著地增加了运行时时间。最近的著作已经表明在广域网中利用垂直负荷而不引起前面所述的超时问题的可行性。那非研究的主要结论可以概括如下：  (1) 应用合适的应用程序，在广域网中的垂直负荷可以察觉的延迟。  (2) 广域垂直层需要复制应用层组件而且需要维持和原组件间的一致性。  (3) 新加的复制组件可以被动态配置以满足新的需要。  (4) 事实上，不同的复制组件可能会根据应用不同的方式实现相组件。  (5) 新的请求路径可以复用先前的组件配置路径。  应用智能监视和人工智能规划方法再结合那个研究得出的结论，我们看到通过动态布置基于动态监视的额外的应用组件，在广域网中符合工业标准基于组件的应用程序中动态的可适应性是可以实现的。然而，为了实现这种动态可适性，我们需要一种框架来在这样的环境里自动化地配置J2EE 应用程序。这种需要对于哪怕在单一的应用程序服务器上尝试布置J2EE应用的人来说也显而易见，这种任务设计到大量的系统服务和应用组件的配置。例如你必须在配置和部署应用组件前先建立JDBC数据源，设立消息目的地和资源适配器。在需要跨越多个节点服务器的广域网配置中，这将更加复杂，因为更多的便利内部节点通信的系统服务需要配置和启动，而且多种配置数据比如IP地址，端口号，JNDI名字和其他的数据在多个节点的配置文件中必须维持一致性。这种分布式配置框架必须满足：  (1) 声明内部组件一致性规范和定义它对组件配置部署的影响。  (2) 声明应用程序组件对应用服务器，以及它们的配置和部署的依赖性。  (3) 提供简单但可表达的抽象方法去控制通过部署和拆卸组件获得的适用性。  (4) 能够复用服务和组件从而高效的利用网路节点资源。  (5) 提供上述便利而不会增加应用程序员的设计负担。  在本论文中，我们提出自动动态部署J2EE应用程序的框架涉及了上面的所有问题，这种框架为组件定义了结构描述语言，链接说明和集合。这种组件说明语言用来描述应用程序组件和链接，它使得应用组件与系统组件中清晰的分开。一种灵活的系统类型用来定义组件接口和端口的兼容性。一种为配置组件属性而开发的定义和表述语言允许内部组件间独立的规范和组件间属性的继承。组件集合语言允许先前定义的复制的组件通过连接合适的端口集合到应用路径，连接时通过链接复制对象和具体把这些复制组件映射到目标应用服务器节点。组件配置过程评估了应用程序路径的正确性，确认在系统组件上的应用组件的独立性和完成复制组件的部署。根据这些配置使先前部署的复制组件在新的路径中得以匹配和复用的努力正在做出。我们把这种架构作为JBoss开源java应用服务器的一部分加以实现，在几个J2EE样本程序比如Java PetStore,，RUB和 TPC\_W\_NYU中进行测试。这种架构实现利用了JBoss的可扩展的微内核结构，基于JMX规范。JBoss的组件结构允许根据部署应用程序的需要增加服务配置。我们相信通过动态部署和拆卸系统服务来重构应用服务器对构建高效资源框架的动态分布部署的J2EE应用程序来说是非常必要的。本文如下部分是这样组织的。第2部分提供了必要的背景以理解和研究有关的J2EE组件技术规范。第3部分对这种架构给出了一般性的描述。第4部分更深入的描述了有关这种架构特别重要的和有趣的内部机制。第五部分描述了如何实现这种架构，相关联的工作将在第六部分介绍。  2 J2EE背景知识  2.1 介绍  组件框架。组件框架是一种中间件系统，它支持遵守一定标准的有不同组件构成的应用程序。应用组件被塞入这种确立它们运行环境和规定它们交互的框架中。这通常是通过容器，组件持有者来实现的。这种容器也提供通常需要的功能以实现命名，安全性，事务，和持久性！组件框架为组件的执行提供了一个集成的环境，因此显著的减少了在设计，实现，部署和维护应用程序时工作。现在工业上的组件框架标准以对象管理组的CORBA组件模型， SUN 公司的JAVA 2 Platform J企业版[J2EE]和微软公司的.NET标准，其中在企业里应用最为广泛的组件框架是2EEE。J2EE. J2EE是开发多层企业应用JAVA程序的综合性的标准。J2EE规范定义如下：  (1) 组件编程模型。  (2) 组件和主服务器的链接。  (3) 服务器提供给组件的服务。  (4) 各种各样的人物角色。  (5) 兼容性检验装置和编译测试程序。  在众多的服务列表中，消息通信，事务处理，命名机制和其它应用组件用到的服务是应用服务器必须提供的。用J2EE进行应用开发必须遵守经典的3层结构—表现层，业务层和企业信息系统层。属于各层的J2EE组件在开发时遵守具体的J2EE标准。  1、表现层或者网络层  这一层实际上又被分为客户端和服务器端。客户端包括浏览器，applets，Java应用程序等和负责和服务器端的表现层或者业务层进行交互。服务器端包括servlet、jsp和静态网页内容。这些组件负责把业务数据传递给终端用户。数据本身通常从业务层获得有时也从企业信息系统层直接获得。表现层的服务器端通常通过Http协议来进行访问。  2、业务层或者EJB层  这一层包含EJB，即企业应用的事务逻辑模型。这些组件提供了持久化机制和事务支持。EJB中的组件通过RMI被调用。在Java虚拟机调用或者异步的消息传递，取决与EJB组件的类型。EJB规范定义了很多种组件。它们在调用风格（同步和异步，本地和远程）与状态（完全状态，不可持久状态，可持久）方面不同。同步调用的EJB组件通过特定的工厂代理对象来表现自己。这种工厂代理对象通常被EJB部署者绑定在JNDI中。EJB对象允许或者本地EJB对象是特定EJB实例的代理。  3、企业信息系统或者数据层  这一层指的就是企业信息系统，比如关系数据库，ERP系统，消息系统等。业务层和持久层在资源适配器的帮助下与该层进行通信。资源适配器在Java连结结构中被定义。J2EE编程模型一直被认为是分布式的编程模型，在该模型中应用组件在J2EE服务器上运行并且彼此可以相互交互。经过初始化说明和第一个服务实现后，该技术，更显著的说EJB技术，已经明显地从纯粹的分布式计算模型转向了本地交互。转变的背后有合理的性能有关的原因，然而分布式的特征现在还存在。J2EE规范已经经过了好几次修订，现在最稳定的版本是1.3，1.4版本正处于重审阶段。我们应该把注意力放在1.3版本上，而实际上是在学习后者。适用与商业的J2EE实现可以大量的从BEA系统，IBM，Oracle等赞助商得到。包括JBoss和JOnAS在内的开源实现据称兼容性也不错。最近名单上有多出了新的Apache project Geronimo。  2.2 J2EE组件编程模型  在我们基本的J2EE组件前，先让我们强调一下什么是组件。软件组件是有一系列的具体的接口和明确的上下文环境构成。它可以被独立的部署而且易于被第三方重构。根据以上的定义，如下的组成J2EE应用程序的实体可以看作是软件组件：  (1) EJBS（会话，实体，消息驱动）。  (2) Web组件（Servlet、JSP）。.  (3) 消息目的。  (4) 数据源。  EJB和Web组件被部署在由应用服务赞助商提供的容器中.它们有定义良好的容器规则来管理生命周期，线程，持久化和其他问题。EJB和Web组件都利用JNDI目录机制去寻找资源和它们想要交互的其EJB组件。目录被执行的JNDI环境被独立的由容器的每个组件加以维护。该种环境下的绑定机制通常由组件部署的解释者加以配置。消息目的地，像对话和队列，是由消息服务执行所提供的资源。数据源是提供给应用服务器的为事务组件进入到企业信息服务层提供数据接口，通常由被应用服务器管理的JDBC连接池实例化。一个J2EE编程者明确编写的项目只有EJB和Web组件。这些用户编写的组件彼此交互而且系统服务可以是明显的也可以是隐含的。例如，EJB开发者可以选择明确的事务区分方式，这种方式意味着开发者假设通过定义良好接口的事务经理服务平台来书写明确的程序交互。或者，开发者也可选择容器管理事务区分的方式。这样由于组件的事务行为通过他的描述者来定义而且全部用EJB容器来处理，因此作为一个隐式独立的EJB提供潜在的事务管理服务。  2.3 组件间的链接  2.3.1 远程交互  J2EE仅定义了三种可以在不同应用服务器间传递的基本组件间连接类型。在这三种情况下，通信通过特定的Java对象来完成。  (1) 远程EJB调用：同步的EJB调用通过主EJB对象和EJB对象接口来实现。  (2) Java连结器的外部连接：同步消息接收，同步和异步消息发送，用连接工厂和连接接口进行数据库查询。  (3) Java连接器的内部连接：异步消息传递进入消息驱动Bean只能使用Activation Spec 对象。  在前两个实例中，应用组件的开发者不仅书写执行在组件的运行时JNDI环境中的对象目录代码，而且书写发布方法调用，与远程的组件相互发送和接受消息。组件的运行时JNDI环境为每一个组件部署所创建。环境中的绑定在组件部署时由部署者进行初始化。这些绑定被假设为是静态的，因为规格中没有提供任何的容器和组件间协议去提示绑定发生了变化。在 Java连接器的内部通信情景下，Activation Spec 对象查询以及所有的相应的M容器隐式的完成。虽然查询的协议还没有被标准化，但是假设一个基于JMX或者JNDI的查询是合理的。 假设潜在的应用服务器提供了所有的设备去控制部署过程的每一步，那么在两个J2EE组件间确立一个连接需要涉及：  (1) 部署目标组件类。  (2) 创建一个特定的Java对象用作目标组件代理。  (3) 用组件的命名服务去绑定目标。  (4) 启动目标组件。  (5) 部署指定的组件类。  (6) 在主机的命名服务中，创建和进行指定组件的运行环境。  (7) 启动指定的组件。  然而，没有一个现代的应用服务器允许详细的控制所有组件类型的部署过程除了在它们的部署解释器中的有限的选择。因此我们的架构将使用简化的途径，它所依赖的特征在现在的大多数的应用服务器上都可以得到。  (1) 动态部署消息目的和数据源的能力。  (2) 创建和绑定特定的JNDI目标去访问消息目的和数据源的能力。  (3) 把初始绑定的EJB对象到EJB部署组件的能力。  (4) 用在参考组件运行环境中的JNDI指引去指出绑定的参考EJB的能力。  在只有相同的应用服务器的架构中，上面的功能对通过简单的部署控制解释器方式来控件间的连接已经足够了。然而，在不同应用服务器的环境下，由于跨服务器的类下载问题，这种简单的控制解释器的方式是不够的。  2.3.2 本地交互  一些组件间的交互可以发生在同一地点的相同应用服务器虚拟机的组件间，有时候甚至可以发生在只有相同容器的组件间。在Web层，这种交互的例子是 servlet到 servlet的请求转发。在EJB层，这种交互的例子是CMP实体关系和通过EJB本地接口的调用。这种本地部署所关心的不是在分布式架构中去表现而是去增强一致性。因此，这种架构把所有的本地的组件请求当作一个单一的组件加以对待。  2.4 部署J2EE应用程序和系统服务  2.4.1 部署应用程序组件  部署和拆卸标准的J2EE组件还没有统一的标准，因此每个应用服务的提供商对组件的部署和拆卸提供了单独的功能于J2EE规范中没有定义标准组件的包，包的格式和包内的基于xml部署解释器的位置，因此这种包对于没有所属权变化的应用服务器不需要部署。具体变化的例子有：  (1) 支持或者取代标准所有者解释器的新的所有者解释器的产生。  (2) 具体服务应用程序类的代码的更替。  为了着手构建一个能够部署不可网络的动态的分布式的架构，我们提出了一种普遍的部署单元即一个简单的基于xml部署的解释器或者是一组类似的绑定到文档中的解释器。文档可能包含用于执行组件的Java类或者任何其它的所需组件。相应地，部署解释器也可以简单地用URL来索引代码。我们假设这种动态的部署和拆卸服务存在于所有的兼容的J2EE服务器上而且在不理解类重载相关问题时一个健壮的类重载结结构的应用服务器就能够重复的部署生命周期。大多数现代的应用服务器都提供这样的功能。  2.4.2 部署系统组件  对应用组件来说，J2EE规范只是少了在部署和拆卸时的明确定义，而对系统服务来说，在这方面做的更糟。对系统服务来说不仅没有具体的定义一个标准化的部署，实际上，这个规格甚至连没有强调在生命周期属性方面的要求，更不用手强调依赖也潜在的系统服务的应用组件的明确规范了取而代之的是它定义了部署者的角色，这个角色负责确保像组件的本性和系统的解释器所暗示的那样，所需的服务是基于应用组件对系统服务依赖性的基础之上。例如，假如有一个事务容器要至少用一种方法去开始一个新的事务，那么一个带有这样的事务容器的EJB就需要在应用层表示事务管理服务。与之相似的是，一个消息驱动的bean，也隐式需要一种运行在网络上消息服务实例。它为MDB管理消息目的以及基于查询的Java连接器通过它的管理服务层去提供这种消息服务。考虑到应用层可能通常只用到了应用服务器所提供的服务的一个子集，根据应用层的需要允许递增的配置服务的组件应用服务器允许更高效的利用多种资源。包括，开源的应用服务器，JBoss和OnAS在内，已经有多种J2EE应用服务器已经全部或者部分的实现了组件化。我们感觉到通过动态的部署和拆卸系统服务，动态的配置应用服务器对动态分布的部署J2EE应用程序是一种十分重要的构建资源有效型框架的方法。因此我们提倡并将把用JBoss应用服务器设计的微内核的应用服务器用作一个模型。在该模型中，一个微型的服务包括了系统调用总线，一个稳健的类下载子系统，一些命名子系统和一个动态配置子系统。所有其它的服务是热部署并且通过一个普通的调用总线来进行通信。例如，JBoss利用Java管理扩展服务器来实现基本的命名和调用功能。除此之外，JBoss实现了一个先进的类下载子系统和部署服务。所有其它的JBoss是动态配置的，并外在的表现为具有良好机制和生命周期的JMX MBeans.这样的一种应用服务器根据系统服务外在利用应用组件去设计相关功能，并且只有需要的系统服务才会得到合理配置和部署！  参考文献：  [1] Matt Bishop. Computer Security: Art and Science. New York, 2002  [2] Matt Bishop. Vulnerabilities Analysis. Proceedings of the Second International Symposium on Recent Advances in Intrusion Detection. Los Angeles 2006  [3] Balasubra maniyan. An Architecture for Intrusion Detection using Autonomous Agents[M]. Department of Computer Sciences, Purdue University, 1998. |