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**Overview**

Nirkhi and Dharaska define authorship identification (also known as authorship attribution) as a process that “determines the likelihood of a piece of writing to be produced by a particular author by examining other writings by that author.”3

What is this an important problem? Attribution of authorship has been a topic of inquiry since the late 1800’s8 and, relevant to our context, has been applied to the decisions of the US Supreme Court~~5~~ as well as the pre-presidential radio addresses of Ronald Reagan1. A common focus area of authorship identification in a present-day research is its use in criminal forensics (e.g., tracing of anonymous online criminal activities). Furthermore, it is easy to understand in today’s era of “fake news” how the verification of statements, policies or quotes emerges as a critical activity.

**Implementation**

Bagnall2 details an approach to the authorship attribution task at the CLEF 15 conference that, while simple in notion, outperformed all other approaches in 3 of 4 languages tested. (Bagnall3 continues with this approach in its application to author clustering at the CLEF 16 conference.)

In summary, Bagnall’s approach is to use a character n-gram RNN model with a softmax output layer *per author*; the result is described as follows: “Each softmax group is trained predominantly on one author’s corpus, causing the recurrent layer to model a combination of all the author’s texts, approximating the language as a whole. The output groups learn to weight the recurrent values in a way that best reflects their authors tendencies.”2

In this project, we will be considering authorship identification as synonymous with speaker identification where the speakers being identified are US Presidents. We will be implementing Bagnall’s approach and applying it to the speeches of Presidents of the United States with the goal of implementing a classifier that will be able to identify a test speech as one of the presidents represented in the training set. These speeches exhibit a range of variance in style and characteristics in their choice of words and though often on differing topics over time, they are easily considered of the same “genre”. These speeches are also generally of a standard format and are readily available.

Pre-processing methods noted in this method are not substantive and the author notes that “The character mappings were settled before training started and no attempts were made to test their efficacy” ; as a result, preprocessing methods to improve the performance of the approach will also be explored such as that noted in Stamatatos 4.

A key challenge in this project will be determining and adjusting for the impact of *topic* on classification probabilities in what is (in effect) ultimately a *style* classification problem.

**Data Sources**

Texts used in this process will be limited to prepared speeches and will not include largely unscripted communications such as the Q&A session of a news conference or a political debate. Limiting texts in the way is an important as presidents generally have a consistent, distinct “voice” in prepared speeches even if when they are written for them.

Primary sources for speech text from Presidents Hoover through Trump will come from The American Presidency Project @ UC Santa Barbara (<https://goo.gl/rCJ8Gv>). This source is not only easy to parse, but is also comprehensive and kept up-to-date which will be important to ensure we capture as many speeches from President Trump as possible before the project end. Additional sources will also be used to capture speech transcripts for President Trump in order to ensure a volume of text similar to other presidents.
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