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# 摘要

本实验旨在验证支持向量机（SVM）算法在Sonar数据集和Iris数据集上的分类性能。我们采用了线性核函数、高斯核函数和多项式核函数来比较不同核函数对分类结果的影响。数据集通过标准化处理后，划分为训练集和测试集，并利用SVM进行分类实验，最后利用Iris类别合并和降维构造线性可分数据，对支持向量进行可视化。实验结果显示，不同核函数在Iris数据集和Sonar数据集上的表现各有差异，但总体好于线性核。

# 方法

## 数据集

本研究使用了Sonar数据集和Iris数据集。其中Sonar数据集包含了60个特征（声纳信号返回的强度），并且每个样本都标记为岩石或矿石。Iris数据集包含了鸢尾花属植物三个种类共150个样本的测量数据，每种类型的鸢尾花各有50个样本，每个样本记录了四个特征：萼片长度、萼片宽度、花瓣长度、花瓣宽度，单位均为厘米。

为了消除特征间的数据分布影响，我们对原始特征进行了标准化处理，即减去平均值并除以标准差，使得每个特征具有零均值和单位方差。这也使得各种方法之间的对比完全公平。

## 线性可分支持向量机 v.s. 线性支持向量机

**线性可分SVM:** 适用于数据点之间线性可分的情况，即可以找到一个超平面将不同类别的数据点完全分开。在这种情况下，不需要引入松弛变量，因为数据是完全可分的。**线性SVM:** 适用于数据点之间线性不可分的情况，即数据点不能用一条直线完全分开。为了处理这种情况，引入了一个松弛变量和惩罚因子，以允许一些错误分类并找到最优的超平面。**相互转换：**将惩罚因子设置为一个非常大的值，这意味着模型对误分类的容忍度非常低，因此会倾向于找到一个可以完全分开训练数据的超平面，这时如果数据确实满足线性可分，那么此时的线性SVM等价于线性可分SVM。

## 实验设置

1. **在Sonar数据集和Iris数据集上验证SVM算法：**使用线性核函数验证Sonar数据集和Iris数据集上分类的准确率。我将数据集按70%训练30%测试的方式划分为测试集和训练集合，并以准确率作为评价指标。
2. **使用三种不同核函数进行比较：**我分别使用了线性核函数，高斯核函数，以及多项式核函数来验证不同核函数下分类准确率会有什么变化。
3. **支持向量的可视化：**我将Iris数据集进行类别合并从而保证了线性可分，并使用线性可分SVM进行二分类，最后对支持向量进行了可视化。

# 实验

## SVM算法验证与核函数比较

这个表格展示了不同方法在Iris和Sonar数据集上的分类准确率。我分别使用了线性核函数，高斯核函数，以及多项式核函数来验证不同核函数下分类准确率会有什么变化。他们的数学表达形式如下：

Linear:

Gaussian:

Polynomial:

线性方法和Gaussian核函数在Iris数据集上表现相似，但在Sonar数据集上，Gaussian核函数的表现随着gamma值的增加而提升。Polynomial核函数在不同degree值下表现各异，总体上高于线性方法。实验结果如下：

|  |  |  |
| --- | --- | --- |
| **Method** | **Iris** | **Sonar** |
| Linear | 97.8% | 81.0% |
| Gaussian (gamma=0.1) | 97.8% | 74.6% |
| Gaussian (gamma=0.5) | 97.8% | 82.5% |
| Gaussian (gamma=1.0) | 97.8% | 85.7% |
| Gaussian (gamma=2.0) | 97.8% | 87.3% |
| Polynomial (degree=1.0) | 97.8% | 81.0% |
| Polynomial (degree=2.0) | 95.6% | 87.3% |
| Polynomial (degree=3.0) | 97.8% | 82.5% |

## 支持向量可视化

首先，我将Iris数据集中的类别进行了合并，以确保数据集可以通过线性方式分开，我将这三种类别合并成两种类别。接下来，我使用主成分分析（PCA）对数据集进行了降维处理。在Iris数据集中，我将数据从四维降到了二维，以便可视化结果与SVM算法看到的结果完全对齐。然后，我在降维后的二维数据上应用了线性可分支持向量机。支持向量是那些在决策边界上或者靠近决策边界的数据点，它们对确定决策边界起着关键作用。通过可视化支持向量，我们可以更直观地理解SVM的工作原理和分类效果。

# 结论

在简单数据集上，线性核函数、高斯核函数和多项式核函数均能取得较高的分类准确率，差异不显著。在稍微复杂的数据集上，高斯核函数和多项式核函数表现优于线性核函数，但需要少许的调参。综上所述，选择合适的核函数有助于提升SVM的分类准确率。