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ПРИМЕНЕНИЕ НЕЙРОНЫХ КАРТ ПРИЗНАКОВ С УПРАВЛЯЕМЫМ ОБУЧЕНИЕМ   
В ЗАДАЧЕ ТЕКСТОНЕЗАВИСИМОЙ идентификациИ пользователя по голосу   
на закрытом множестве дикторов

Большие объемы данных, накопленные в телекоммуникационных системах, могут содержать информацию о тексте высказываний, о личности говорящего, его эмоциональном состоянии, состоянии здоровья и прочих дополнительных факторах. Обработка и анализ этой информации в биометрических системах позволяет получать новые знания о личности говорящего, проводить семантический анализ высказываний, автоматически анализировать диалоги. Биометрические системы находят применение при автоматической идентификации в телефонии, при обработке речевых баз данных, в криминалистических исследованиях, в системах контроля и управления доступом к физическим объектам и к удаленным ресурсам в компьютерных сетях, банковских приложениях и т.д. Также биометрические системы имеют перспективу применения в производстве при контроле доступа к оборудованию. Голос каждого человека уникален, в связи с чем его использование при доступе к конфиденциальной информации может повысить защищённость системы и обеспечить сохранность данных. Преимущество голосовой биометрии заключается в обеспечении быстрого и удобного способа обслуживания, отсутствии необходимости дополнительных действий со стороны пользователя и установки дорогостоящего оборудования.

В биометрических системах применяются формальные методы обработки речевых сигналов. Но в процессе эксплуатации таких систем могут возникать значительные ошибки принимаемых решений. Ошибки вызваны, как правило, существенной изменчивостью речи, зависят от речевых признаков, типа телекоммуникационных каналов, метода кодирования, алгоритма сжатия, и возрастают в условиях внешних акустических шумов.

Проблему голосовой биометрии принято разделять на задачу идентификации и верификации на закрытом или открытом множестве дикторов. Верификация заключается в проверке системой заявленного пользователем идентификатора, а идентификация подразумевает автоматизированный процесс определения идентификатора по экземпляру речи. Если количество пользователей фиксировано, то говорят о закрытом множестве дикторов, в противном случае – об открытом. Кроме того, распознавание может осуществляться как в текстозависимом, так и в текстонезависимом контексте.

В данной работе предложен подход к решению проблемы голосовой биометрии, основанный на построении единой кодовой книги для всех зарегистрированных пользователей с использованием метода нейронных карт признаков с управляемым обучением. Испытания проводились на текстонезависимых высказываниях.

***Цель работы.*** Биометрическая идентификация пользователя по голосу на закрытом множестве дикторов.

***Голосовые признаки.***

Речевой сигнал существенно отличается от других акустических сигналов, так как произносится человеком для человека и служит для обмена информацией между людьми. Поэтому в системах распознавания дикторов целью первичной обработки речевого сигнала является выделение признаков речи, специфичных для отдельных дикторов.

Распространенными речевыми признаками для систем идентификации дикторов являются:

* частота основного тона
* частота формант
* кепстральные коэффициенты

В большинстве автоматических систем идентификации дикторов в качестве признаков используются векторы, на основе кепстральных коэффициентов.

***MFCC (Mel-Frequency Cepstral Coefficients)***

Вычисление MFCC осуществляется путем разбиения исходного сигнала на фреймы, для каждого из которых применяется алгоритм быстрого преобразования Фурье. Полученный спектр проецируется на mel-шкалу, таки образом позволяя выделить наиболее значимые для восприятия человеком частоты, где mel — это психофизическая единица высоты звука, основанная на субъективном восприятии среднестатистическими людьми.

Формула преобразования из частотной области в мел шкалу:

Формула преобразования мел в частоту:

Для того, чтобы разложить полученный спектр по mel-шкале, необходимо применить банк треугольных фильтров, то есть попарно перемножить его со значениями спектра. После приведения частоты к мел шкале необходимо получить кепстральные коэффициенты. Это можно сделать с помощью дискретного косинусного преобразования.

***PLP (Perceptual Linear Prediction, PLP)***

PLP очень схожи с MFCC, так как извлечение этих признаков основано на мел-частотном банке фильтров. К банку фильтров применяется кривая предварительного сжатия с равной громкостью. После чего, применяется обратное преобразование Фурье и алгоритм Левинсона-Дарбина, чтобы получить LP коэффициенты. После чего полученные LP коэффициенты преобразуются к кепстральным с помощью дискретного косинусного преобразования.

***Алгоритм самоорганизующихся карт (СОК)***

Мозг человека почти полностью окружен церебральной корой, которая скрывает другие его части. В смысле сложности, кора головного мозга, возможно, превышает другую известную структуру. Информация, полученная от сенсоров, отображаются на соответствующую область в упорядоченном виде.

Самоорганизующиеся искусственные нейронные сети (ИНС), концепция которых была предложена Т. Кохоненом, моделируют особенности упорядоченного представления информации, характерные картам коры головного мозга:

* каждый входной образ сохраняется в собственном контексте;
* нейроны, близко расположенные на карте, связаны с близкой звуковой информацией (тонотопическая упорядоченность слуховой коры).

В данной работе, модель самоорганизующейся нейронной карты с адаптивными весами получает входной вектор кепстральных коэффициентов ![](data:image/x-wmf;base64,183GmgAAAAAAAKAJYAIACQAAAADRVQEACQAAA7MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gCQAAFAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3pxNm1AQAAAAtAQAACAAAADIKEAGsCAEAAABUeQgAAAAyCvABFgcBAAAATXkcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3pxNm1AQAAAAtAQEABAAAAPABAAAIAAAAMgqgAXUGAQAAAGN5CAAAADIKoAEBBAEAAABjeQgAAAAyCqABcQIBAAAAY3kcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3pxNm1AQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUQIAQAAAF15CAAAADIKoAGIAwEAAAAseQgAAAAyCqABAwIBAAAAW3kcAAAA+wIA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3pxNm1AQAAAAtAQEABAAAAPABAAAKAAAAMgrwAR8FBQAAACwuLi4sAAgAAAAyCvABngQBAAAAMi4IAAAAMgrwAfICAQAAADEuHAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACKDAq4QPESALiu83fBrvN3IED1d6cTZtQEAAAALQEAAAQAAADwAQEACAAAADIKoAEkAQEAAAA9LhwAAAD7AsD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XenE2bUBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOwABAAAAeC4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDUpxNm1AAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) и выполняет отображение этого вектора на множество выходных откликов таким образом, что отклики приобретают топологический порядок. Алгоритм самоорганизации включает инициализацию синоптических весов ![](data:image/x-wmf;base64,183GmgAAAAAAAKALgAIBCQAAAAAwVwEACQAAA6sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKgCxIAAAAmBg8AGgD/////AAAQAAAAwP///7T///9gCwAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3dxRmrgQAAAAtAQAACAAAADIKEAGpCgEAAABUeQgAAAAyCvABEgkBAAAATXkIAAAAMgrwAXgBAQAAAGp5HAAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d3cUZq4EAAAALQEBAAQAAADwAQAACgAAADIKoAGmBgYAAAAsLi4uLHcIAAAAMgqgAd4EAgAAACx3CAAAADIKoAGWAwEAAAB3dxwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9Xd3FGauBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABQQoBAAAAXXcIAAAAMgqgAR4DAQAAAFt3HAAAAPsCAP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d3cUZq4EAAAALQEBAAQAAADwAQAACAAAADIK8AEGBgEAAAAydwgAAAAyCvABUgQBAAAAMXccAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAALEUCn6g8RIAuK7zd8Gu83cgQPV3dxRmrgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAT8CAQAAAD13HAAAAPsCwP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d3cUZq4EAAAALQEBAAQAAADwAQAACAAAADIKoAE7AAEAAAB3dwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAK53FGauAAAKACEAigEAAAAAAAAAALzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) малыми случайными значениями, получение последовательности векторов ![](data:image/x-wmf;base64,183GmgAAAAAAAMADYAIBCQAAAACwXwEACQAAA4kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+AAwAAGQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJM/r0AAAAAAJABAAAAAgACABBTeW1ib2wAAGATCnDQ8BIAuK7zd8Gu83cgQPV3lg9mFQQAAAAtAQAACAAAADIKnwErAAEAAAB7eRwAAAD7Akz+vQAAAAAAkAEAAAACAAIAEFN5bWJvbAAAJBQKFdDwEgC4rvN3wa7zdyBA9XeWD2YVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCp8BvwEBAAAAfXkcAAAA+wIA/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3lg9mFQQAAAAtAQAABAAAAPABAQAIAAAAMgoLAVICAQAAAE55CAAAADIKFAI+AgEAAABpeQgAAAAyCvABUAEBAAAAaXkcAAAA+wIA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3lg9mFQQAAAAtAQEABAAAAPABAAAIAAAAMgoUAgwDAQAAADF5HAAAAPsCAP8AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAkFAoYoPESALiu83fBrvN3IED1d5YPZhUEAAAALQEAAAQAAADwAQEACAAAADIKFAKTAgEAAAA9eRwAAAD7AsD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9XeWD2YVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABmgABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAVlg9mFQAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), получение нейрона, выигравшего на текущем шаге ![](data:image/x-wmf;base64,183GmgAAAAAAACABQAEECQAAAAB1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAEgARIAAAAmBg8AGgD/////AAAQAAAAwP///xUAAADgAAAAVQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3fBRmswQAAAAtAQAACAAAADIK4AA7AAEAAABueQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAB8FGazAAAKACEAigEAAAAA/////7zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) по критерию минимального расстояния до входного образа:

Обновление вектора весов выполняется по следующей формуле:

где ![](data:image/x-wmf;base64,183GmgAAAAAAAMAC4AEACQAAAAAxXQEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AAgAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3JBVmVAQAAAAtAQAACAAAADIKQAEHAgEAAAApeQgAAAAyCkAB7wABAAAAKHkcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3JBVmVAQAAAAtAQEABAAAAPABAAAIAAAAMgpAAWIBAQAAAG55HAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAADGFApMnOESALiu83fBrvN3IED1dyQVZlQEAAAALQEAAAQAAADwAQEACAAAADIKQAE2AAEAAABoeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFQkFWZUAAAKACEAigEAAAAAAQAAALjjEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)- параметр скорости обучения, ![](data:image/x-wmf;base64,183GmgAAAAAAACAFIAIBCQAAAAAQWQEACQAAA3UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gBAAA1QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3vBRmAAQAAAAtAQAACAAAADIKQAF+BAEAAAApeQgAAAAyCkABZgMBAAAAKHkcAAAA+wIA/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3vBRmAAQAAAAtAQEABAAAAPABAAAIAAAAMgqQAd8CAQAAACl5CAAAADIKkAH1AQEAAAAoeQgAAAAyCpABYgEBAAAALHkcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AuK7zd8Gu83cgQPV3vBRmAAQAAAAtAQAABAAAAPABAQAIAAAAMgpAAdkDAQAAAG55CAAAADIKQAE7AAEAAABoeRwAAAD7AgD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC4rvN3wa7zdyBA9Xe8FGYABAAAAC0BAQAEAAAA8AEAAAgAAAAyCpABoAEBAAAAaXkIAAAAMgqQAQ0BAQAAAGp5HAAAAPsCAP8AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALiu83fBrvN3IED1d7wUZgAEAAAALQEAAAQAAADwAQEACAAAADIKkAFWAgEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAC8FGYAAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)- функция, характеризующая влияние выигравшего нейрона на его соседей, и динамически изменяющаяся во времени.

***Самоорганизующиеся карты с управляемым обучением***

Самоорганизующиеся ИНС в силу своих особенностей эффективно решают задачи обучения без учителя. Основным отличием алгоритма СОК при обучении с учителем является присутствие классифицирующей информации о принадлежности вектора признаков к определенному классу. В каждом векторе один из новых компонентов имеет значение 1 в зависимости от класса вектора и другие 0. После этой реконструкции класс каждого нейрона отображения определяется путем принятия максимального количества добавленных компонентов, и соответственно указывается метка. После этого, ранее добавленные дополнительные компоненты удаляются.

Такой подход позволяет использовать особенности СОК в задачах классификации, при наличии размеченной выборки данных. Результатом обучения является кодовая книга, гарантирующая разделение входных экземпляров в многомерном пространстве, согласно известным классам. Преимущество такого подхода заключается в том, что при получении речевых данных после каждой новой сессии идентификации, карта дообучается, т.е. уточняется описание класса соответствующего голоса. При этом, данную систему можно использовать как в текстонезависимом, так и в текстозависимом режиме, без необходимости вносить изменения в алгоритм.

***Результаты тестирования***

Тестирование проводилось с использованием коэффициентов PLP и MFCC извлеченных из речевых высказываний дикторов различной половой принадлежности.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Диктор** | **MFCC** | | **PLP** | |
| ***Ошибка квантования*** | ***Топографическая ошибка*** | ***Ошибка квантования*** | ***Топографическая ошибка*** |
| f1/m1 | 0.2046 | 0.0934 | 0.2222 | 0.0782 |
| f1/f2 | 0.2237 | 0.0891 | 0.2362 | 0.0821 |
| m1/m2 | 0.2212 | 0.0906 | 0.2412 | 0.0825 |

f1, f2 – дикторы женского пола

m1, m2 – дикторы мужского пола

После обучения карты к ней был применен алгоритм k-средних, в результате работы которого были построены кластеры. Лучший кластер был выбран на основе суммы квадратов ошибок.

Ошибка квантования:
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Топографическая ошибка:

![](data:image/png;base64,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), где функция равняется 1, если первый и второй нейроны победители вектора данных являются смежными, иначе 0.

|  |  |  |
| --- | --- | --- |
| **Дикторы** | **MFCC** | **PLP** |
| f1/m1 |  |  |
| f1/f2 |  |  |
| m1/m2 |  |  |

**Заключение**

В данной работе был реализован подход к построению карты признаков с управляемым обучением для задачи классификации голосов дикторов в текстонезависимом режиме идентификации на закрытом множестве. Такой подход призван упростить построение системы голосовой биометрии, которая может улучшать свои характеристики в процессе эксплуатации. В контексте данной работы были рассмотрены основные акустические признаки для описания речевого сигнала с целью сравнения их эффективности. В результате тестирования было произведено сравнение признаков MFCC и PLP. Наиболее эффективными себя показали мел-кепстральные коэффициенты.

Однако, следует отметить эффективность, с которой человек способен распознать голос знакомого индивида при различных внешних условиях и разном качестве речи. Поэтому повышение качества работы биометрических систем целесообразно связывать с разработкой биологически обоснованных методов и алгоритмов обработки речи. Полученные в рамках данной работы результаты предполагается использовать в дальнейшем для сопоставления с иными способами представления звукового сигнала и методами его дальнейшей обработки.

Работа выполнена при финансовой поддержке РФФИ (проект № 18-31-00304).
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