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|  |  |  |
| --- | --- | --- |
| x1 | x2 | x1 ˄ ~x2 |
| 0 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

Zadanie 1.1 AND(x1,~x2)

Ŷ = Ө (w1\*x1 + w2\*x2 + b)

w1 = 1, w2= -1, b= 0.5

**x1**

**~x2**

Zadanie 1.2

**AND**

**AND**

**NOT**

**OR**

**Ŷ**

**x2**

**x1**

|  |  |  |
| --- | --- | --- |
| x1 | x2 | x1XOR ~x2 |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

XOR(x1,x2) = AND(NOT(`AND(x1,x2)),OR(x1,x2))

w: (w1,w2) – jest wektorem wagowym odpowiadającym wektorowi wejściowemu.

x: (x1,x2) – dla węzła AND lub OR.

Funkcja perceptron może być zdefiniowana jako:

Ŷ1 = Ө(w1,x1 + w2,x2 + b*AND*)

Ŷ2 = Ө(w1,x1 + w2,x2 + b*OR*)

Co prowadzi do :

Ŷ3 = Ө(wNOT Ŷ1 + b*NOT*)

I kończy:

Ŷ = Ө(w*AND1* Ŷ3 + w*AND2* Ŷ2 + b*AND )*