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**Мета:** Провести трьохфакторний експеримент з урахуванням квадратичних членів ,використовуючи центральний

ортогональний композиційний план. Знайти рівняння регресії, яке буде адекватним для опису об'єкту.
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![](data:image/png;base64,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)

1. **Лістинг програми:**

m = 0

d = 0

N = 15

x1\_min = -2

x1\_max = 3

x2\_min = -8

x2\_max = 9

x3\_min = -10

x3\_max = 5

x01 = (x1\_max - x1\_min) / 2

x02 = (x2\_max - x2\_min) / 2

x03 = (x3\_max - x3\_min) / 2

delta\_x1 = x1\_max - x01

delta\_x2 = x2\_max - x02

delta\_x3 = x3\_max - x03

y\_min = 200 + int((x1\_min + x2\_min + x3\_min) / 3)

y\_max = 200 + int((x1\_max + x2\_max + x3\_max) / 3)

# Ввід значень

correct\_input = False

while not correct\_input:

try:

m = int(input("Кількість повторень m = "))

p = float(input("Довірча ймовірність: "))

correct\_input = True

print()

except ValueError:

pass

correct = False

while not correct:

try:

in\_matrix = [

[-1, -1, -1, +1, +1, +1, -1, +1, +1, +1],

[-1, -1, +1, +1, -1, -1, +1, +1, +1, +1],

[-1, +1, -1, -1, +1, -1, +1, +1, +1, +1],

[-1, +1, +1, -1, -1, +1, -1, +1, +1, +1],

[+1, -1, -1, -1, -1, +1, +1, +1, +1, +1],

[+1, -1, +1, -1, +1, -1, -1, +1, +1, +1],

[+1, +1, -1, +1, -1, -1, -1, +1, +1, +1],

[+1, +1, +1, +1, +1, +1, +1, +1, +1, +1],

[-1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[+1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0, 0],

[0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[0, +1.215, 0, 0, 0, 0, 0, 0, 1.4623, 0],

[0, 0, -1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[0, 0, +1.215, 0, 0, 0, 0, 0, 0, 1.4623],

[0, 0, 0, 0, 0, 0, 0, 0, 0, 0]

]

class Critical\_values:

@staticmethod

def get\_cohren\_value(size\_of\_selections, qty\_of\_selections, significance):

from \_pydecimal import Decimal

from scipy.stats import f

size\_of\_selections += 1

partResult1 = significance / (size\_of\_selections - 1)

params = [partResult1, qty\_of\_selections, (size\_of\_selections - 1 - 1) \* qty\_of\_selections]

fisher = f.isf(\*params)

result = fisher / (fisher + (size\_of\_selections - 1 - 1))

return Decimal(result).quantize(Decimal('.0001')).\_\_float\_\_()

@staticmethod

def get\_student\_value(f3, significance):

from \_pydecimal import Decimal

from scipy.stats import t

return Decimal(abs(t.ppf(significance / 2, f3))).quantize(Decimal('.0001')).\_\_float\_\_()

@staticmethod

def get\_fisher\_value(f3, f4, significance):

from \_pydecimal import Decimal

from scipy.stats import f

return Decimal(abs(f.isf(significance, f4, f3))).quantize(Decimal('.0001')).\_\_float\_\_()

m = 3

def sqrt(element):

from math import sqrt

return sqrt(element)

def fab(element):

from math import fabs

return fabs(element)

def x(l1, l2, l3):

x\_1 = l1 \* delta\_x1 + x01

x\_2 = l2 \* delta\_x2 + x02

x\_3 = l3 \* delta\_x3 + x03

return [x\_1, x\_2, x\_3]

def generate\_matrix():

from random import randrange

matrix\_with\_y = [[randrange(y\_min, y\_max) for y in range(m)] for x in range(N)]

return matrix\_with\_y

def find\_average(lst, orientation):

average = []

if orientation == 1:

for rows in range(len(lst)):

average.append(sum(lst[rows]) / len(lst[rows]))

else:

for column in range(len(lst[0])):

number\_lst = []

for rows in range(len(lst)):

number\_lst.append(lst[rows][column])

average.append(sum(number\_lst) / len(number\_lst))

return average

def a(first, second):

need\_a = 0

for j in range(N):

need\_a += x\_matrix[j][first - 1] \* x\_matrix[j][second - 1] / N

return need\_a

def find\_known(number):

need\_a = 0

for j in range(N):

need\_a += average\_y[j] \* x\_matrix[j][number - 1] / 15

return need\_a

def solve(lst\_1, lst\_2):

from numpy.linalg import solve

solver = solve(lst\_1, lst\_2)

return solver

def check\_result(b\_lst, k):

y\_i = b\_lst[0] + b\_lst[1] \* matrix[k][0] + b\_lst[2] \* matrix[k][1] + b\_lst[3] \* matrix[k][2] + \

b\_lst[4] \* matrix[k][3] + b\_lst[5] \* matrix[k][4] + b\_lst[6] \* matrix[k][5] + b\_lst[7] \* \

matrix[k][6] + \

b\_lst[8] \* matrix[k][7] + b\_lst[9] \* matrix[k][8] + b\_lst[10] \* matrix[k][9]

return y\_i

def student\_test(b\_lst, number\_x=10):

b\_dispersion = sqrt(dispersion\_b2)

for column in range(number\_x):

t\_practice = 0

t\_theoretical = Critical\_values.get\_student\_value(f3, q)

for row in range(N):

if column == 0:

t\_practice += average\_y[row] / N

else:

t\_practice += average\_y[row] \* in\_matrix[row][column - 1]

if (t\_practice / b\_dispersion) < t\_theoretical:

b\_lst[column] = 0

return b\_lst

def fisher\_test():

dispersion\_ad = 0

f4 = N - d

for row in range(len(average\_y)):

dispersion\_ad += (m \* (average\_y[row] - check\_result(student\_lst, row))) / (N - d)

F\_practice = dispersion\_ad / dispersion\_b2

F\_theoretical = Critical\_values.get\_fisher\_value(f3, f4, q)

return F\_practice < F\_theoretical

x\_matrix = [[] for x in range(N)]

for i in range(len(x\_matrix)):

if i < 8:

x1 = x1\_min if in\_matrix[i][0] == -1 else x1\_max

x2 = x2\_min if in\_matrix[i][1] == -1 else x2\_max

x3 = x3\_min if in\_matrix[i][2] == -1 else x3\_max

else:

x\_lst = x(in\_matrix[i][0], in\_matrix[i][1], in\_matrix[i][2])

x1, x2, x3 = x\_lst

x\_matrix[i] = [x1, x2, x3, x1 \* x2, x1 \* x3, x2 \* x3, x1 \* x2 \* x3, x1 \*\* 2, x2 \*\* 2, x3 \*\* 2]

matrix\_y = generate\_matrix()

average\_x = find\_average(x\_matrix, 0)

average\_y = find\_average(matrix\_y, 1)

matrix = [(x\_matrix[i] + matrix\_y[i]) for i in range(N)]

mx\_i = average\_x

my = sum(average\_y) / 15

values\_arr = [

[1, mx\_i[0], mx\_i[1], mx\_i[2], mx\_i[3], mx\_i[4], mx\_i[5], mx\_i[6], mx\_i[7], mx\_i[8], mx\_i[9]],

[mx\_i[0], a(1, 1), a(1, 2), a(1, 3), a(1, 4), a(1, 5), a(1, 6), a(1, 7), a(1, 8), a(1, 9), a(1, 10)],

[mx\_i[1], a(2, 1), a(2, 2), a(2, 3), a(2, 4), a(2, 5), a(2, 6), a(2, 7), a(2, 8), a(2, 9), a(2, 10)],

[mx\_i[2], a(3, 1), a(3, 2), a(3, 3), a(3, 4), a(3, 5), a(3, 6), a(3, 7), a(3, 8), a(3, 9), a(3, 10)],

[mx\_i[3], a(4, 1), a(4, 2), a(4, 3), a(4, 4), a(4, 5), a(4, 6), a(4, 7), a(4, 8), a(4, 9), a(4, 10)],

[mx\_i[4], a(5, 1), a(5, 2), a(5, 3), a(5, 4), a(5, 5), a(5, 6), a(5, 7), a(5, 8), a(5, 9), a(5, 10)],

[mx\_i[5], a(6, 1), a(6, 2), a(6, 3), a(6, 4), a(6, 5), a(6, 6), a(6, 7), a(6, 8), a(6, 9), a(6, 10)],

[mx\_i[6], a(7, 1), a(7, 2), a(7, 3), a(7, 4), a(7, 5), a(7, 6), a(7, 7), a(7, 8), a(7, 9), a(7, 10)],

[mx\_i[7], a(8, 1), a(8, 2), a(8, 3), a(8, 4), a(8, 5), a(8, 6), a(8, 7), a(8, 8), a(8, 9), a(8, 10)],

[mx\_i[8], a(9, 1), a(9, 2), a(9, 3), a(9, 4), a(9, 5), a(9, 6), a(9, 7), a(9, 8), a(9, 9), a(9, 10)],

[mx\_i[9], a(10, 1), a(10, 2), a(10, 3), a(10, 4), a(10, 5), a(10, 6), a(10, 7), a(10, 8), a(10, 9),

a(10, 10)]

]

known = [my, find\_known(1), find\_known(2), find\_known(3), find\_known(4), find\_known(5), find\_known(6),

find\_known(7),

find\_known(8), find\_known(9), find\_known(10)]

beta = solve(values\_arr, known)

print("Рівняння регресії:")

print("ŷ = {:.3f} + {:.3f}\*X1 + {:.3f}\*X2 + {:.3f}\*X3 + {:.3f}\*Х1X2 + {:.3f}\*Х1X3 + {:.3f}\*Х2X3"

"+ {:.3f}\*Х1Х2X3 + {:.3f}\*X11^2 + {:.3f}\*X22^2 + {:.3f}\*X33^2\n\nПеревірка:"

.format(beta[0], beta[1], beta[2], beta[3], beta[4], beta[5], beta[6], beta[7], beta[8], beta[9],

beta[10]))

for i in range(N):

print("\* ŷ{} = {:.3f} ≈ {:.3f}".format((i + 1), check\_result(beta, i), average\_y[i]))

print()

y\_dispersion = [0.0 for x in range(N)]

homogeneity = False

while not homogeneity:

y\_dispersion = [0.0 for x in range(N)]

for i in range(N):

dispersion\_i = 0

for j in range(m):

try:

dispersion\_i += (matrix\_y[i][j] - average\_y[i]) \*\* 2

except IndexError:

print("\n\033[31mПотрібно перезапустити програму. Треба збільшити m на 1. У Вас m = " + str(m-1)

+ ", а потрібно m = " + str(m) + "\033[0m")

exit()

y\_dispersion.append(dispersion\_i / (m - 1))

f1 = m - 1

f2 = N

f3 = f1 \* f2

q = 1 - p

Gp = max(y\_dispersion) / sum(y\_dispersion)

print("За критерієм Кохрена:")

Gt = Critical\_values.get\_cohren\_value(f2, f1, q)

if Gt > Gp or m >= 25:

print("\* Дисперсія однорідна при рівні значущості q = {:.2f}!".format(q))

homogeneity = True

else:

print("\* Дисперсія не однорідна при рівні значущості q = {:.2f}!".format(q))

m += 1

if m == 25:

exit()

print()

dispersion\_b2 = sum(y\_dispersion) / (N \* N \* m)

student\_lst = list(student\_test(beta))

print("Рівняння регресії з урахуванням критерія Стьюдента:")

print("ŷ = {:.3f} + {:.3f}\*X1 + {:.3f}\*X2 + {:.3f}\*X3 + {:.3f}\*Х1X2 + {:.3f}\*Х1X3 + {:.3f}\*Х2X3"

"+ {:.3f}\*Х1Х2X3 + {:.3f}\*X11^2 + {:.3f}\*X22^2 + {:.3f}\*X33^2\n\nПеревірка:"

.format(student\_lst[0], student\_lst[1], student\_lst[2], student\_lst[3], student\_lst[4],

student\_lst[5],

student\_lst[6], student\_lst[7], student\_lst[8], student\_lst[9], student\_lst[10]))

for i in range(N):

print("\* ŷ{} = {:.3f} ≈ {:.3f}".format((i + 1), check\_result(student\_lst, i), average\_y[i]))

print("\nЗа критерієм Фішера:")

d = 11 - student\_lst.count(0)

if fisher\_test():

correct = True

print("\* Рівняння регресії адекватне оригіналу.")

else:

print("\* Рівняння регресії неадекватне оригіналу.")

except ValueError:

pass