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Question 1: What is the key idea behind bagging? Can bagging deal both with high variance (overfitting) and high bias (under fitting)?

#Bagging, often referred to as bootstrap aggregating, is the process of training many instances of the same model on different subsets of the training data, then pooling their predictions to boost a model's stability and accuracy.  
#Many bootstrap samples—subsets of the training data chosen at random with replacement—are produced from the training data as part of the bagging phase. Each bootstrap sample is then used to train a distinct instance of the model. The forecasts from all the models are then combined to provide the final prediction, which is frequently determined by taking the mean or majority vote.  
#Yes, bagging can help to deal with both high variance (overfitting) and high bias (underfitting) in a model.  
  
#By creating several copies of the same model that has been trained using different subsets of the training data, bagging reduces the variance of the predictions. Hence, overfitting is avoided. Overfitting, which occurs when a model is exceedingly complex and fits the training data too closely, might cause it to perform poorly when used with new, untrained data. By combining the predictions of several models trained on distinct subsets of the data, bagging reduces the risk of overfitting and produces predictions that are more accurate and dependable.  
#Because each model is trained on a slightly different subset of the data, bagging can also help to reduce the bias of the predictions. Underfitting, which occurs when a model is oversimplified and fails to understand the underlying patterns in the data, can cause it to perform poorly on both the training and test sets of data. The models can explore more of the feature space and identify more underlying patterns via bagging, which can help to reduce underfitting. It accomplishes this by training a large number of models on distinct data subsets.  
#Overall, bagging is a useful technique that can help to reduce a model's strong bias and high volatility, enhancing performance on new, untested data.

Question 2: Why bagging models are computationally more efficient when compared to boosting models with the same number of weak learners?

#A bagging model frequently has a greater computational efficiency than a boosting model with the same number of weak learners due to differences in the training processes between the two types of models.  
#Using different subsets of the training data and replacement, bagging is the process of training several instances of the same model individually. The ability to train every instance simultaneously can greatly speed up the training process. Due to their independence, the instances may also be taught using a variety of computational tools, which might further boost the process' efficiency.  
  
#Each student is given instructions to remedy the errors produced by the learners who came before them while weak learners are gradually schooled in boosting. This sequential training strategy may take longer than bagging since weak learners depend on others who came before them. Boosting can be more computationally expensive even if each weak learner is frequently more complex than the individual examples used in bagging.  
#Bagging models are computationally more efficient when compared to boosting models with the same number of weak learners since they train the instances independently and concurrently, as opposed to boosting models' sequential training procedure and potentially more complex learners.

Question 3: James is thinking of creating an ensemble mode to predict whether a given stock will go up or down in the next week. He has trained several decision tree models but each model is not performing any better than a random model. The models are also very similar to each other. Do you think creating an ensemble model by combining these tree models can boost the performance?

#Several weak learners are integrated using ensemble procedures like bagging and boosting to create a more robust, accurate model. The idea behind ensemble approaches is that by integrating a number of imperfect models with various flaws, the faults will balance out and provide a more accurate model that is less prone to overfitting.  
  
#Nevertheless, if the separate models are very close to one another and are not outperforming a random model, integrating them is unlikely to produce an observable improvement in performance. It is possible that the ensemble model will perform poorly because of its higher level of complexity and propensity for overfitting.  
  
#There might be a variety of causes for the various decision tree models' subpar performance. For instance, the models could be very intricate and overfit to the training set of data. Decision trees have a tendency to overfit, especially when they are deep or the training set includes a large number of attributes. If so, utilizing ensemble approaches to integrate the models could not be advantageous and might perhaps make overfitting worse.  
  
#Another issue is that important correlations or qualities from the data are absent from the models. Decision trees have a tendency to be biased and can miss subtle or complex patterns in the data. If this is the case, merging the models might not be able to address the underlying issues or significantly improve performance.  
  
#When contemplating ensemble techniques, it is essential to make sure that the separate models are diverse and generate unique errors. This is done so that ensemble approaches, which aim to reduce forecast variance, may aggregate the results of numerous separate and distinct models. If the individual models are too similar or often make the same mistakes, combining the models could not produce a discernible performance boost.  
  
#Conclusion: Given that James' decision tree models are quite similar to one another and don't perform much better than a random model, it seems unlikely that combining them would significantly increase performance. He can experiment with other modeling techniques or look into more traits and data sources to improve the model's performance. Alternatively, he can investigate and address the reasons behind the poor performance of the decision tree models before considering ensemble methods.

Question 4:Consider the following Table that classifies some objects into two classes of edible (+) and non- edible (-), based on some characteristics such as the object color, size and shape. What would be the Information gain for splitting the dataset based on the “Size” attribute?

#Entropy for our data set: I(all \_ data) = -[(9/16)log 2(9/16)+(7/16)log2(7/16)] = 0.98361  
#The entropy of small size = 0.811278 & The entropy of large size = 0.954434.  
  
#Using this formula, we can calculate the Information Gain to be 0.105843.  
  
#Information gain highlights the importance of a certain feature vector attribute. Thus, the information gain of the size characteristic in this case is. It is 0.10578144 essential.

Question 5: Why is it important that the m parameter (number of attributes available at each split) to be optimally set in random forest models? Discuss the implications of setting this parameter too small or too large.

#If the "m" parameter is set to an exceptionally large value that is near to the entire number of features ("p"), each node will select practically all characteristics, leading to a lack of diversity among various trees. The model will thereafter become too complex, have a large variance, and maybe overfit. Nevertheless, if the "m" value is set too low, the number of qualities that each node may represent will be restricted, which may make it more difficult for the decision tree to detect significant correlations between the features. As a result, the model will be biased and too simplistic, which might lead to underfitting.  
  
#As a result, it's critical to set the "m" parameter in Random Forest models to an appropriate value. The best value for "m" is dependent on the specific problem at hand and is best thought of as a tuning parameter. In general, a good place to start is to set "m" to the square root of the number of features for classification problems and to the logarithm base 2 of the number of features for regression problems. It is necessary to experiment with different values of "m" in order to find the optimum one that strikes a balance between bias and variety. It's important to keep in mind that Random Forest models are designed to utilize the diversity of unique decision trees, and that attaining this goal by setting "m" to an appropriate value can help.

#LOADING THE REQUIRED LIBRARIES INTO THE PROJECT.   
library(ISLR)

## Warning: package 'ISLR' was built under R version 4.2.3

library(dplyr)

## Warning: package 'dplyr' was built under R version 4.2.2

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(glmnet)

## Warning: package 'glmnet' was built under R version 4.2.3

## Loading required package: Matrix

## Warning: package 'Matrix' was built under R version 4.2.2

## Loaded glmnet 4.1-7

library(caret)

## Warning: package 'caret' was built under R version 4.2.2

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 4.2.2

## Loading required package: lattice

#Using dplyr to select sales, price, advertising, population, age, income, and education.  
Carseats\_Filtered <- Carseats %>% select("Sales", "Price",   
"Advertising","Population","Age","Income","Education")

QB1. Build a decision tree regression model to predict Sales based on all other attributes (“Price”, “Advertising”, “Population”, “Age”, “Income” and “Education”). Which attribute is used at the top of the tree (the root node) for splitting? Hint: you can either plot () and text()  
functions or use the summary() function to see the decision tree rules.

#LOADING THE REQUIRED LIBRARIES INTO THE PROJECT.   
library(rpart)  
library(rpart.plot)

## Warning: package 'rpart.plot' was built under R version 4.2.3

carsdata <- Carseats\_Filtered  
MODEL1 = rpart(Sales~.,data=carsdata, method='anova')  
#SUMMARY OF THE MODEL 1  
summary(MODEL1)

## Call:  
## rpart(formula = Sales ~ ., data = carsdata, method = "anova")  
## n= 400   
##   
## CP nsplit rel error xerror xstd  
## 1 0.14251535 0 1.0000000 1.0029933 0.06914770  
## 2 0.08034146 1 0.8574847 0.9205641 0.06565627  
## 3 0.06251702 2 0.7771432 0.9088317 0.06475136  
## 4 0.02925241 3 0.7146262 0.8004412 0.05648838  
## 5 0.02537341 4 0.6853738 0.8156100 0.05838915  
## 6 0.02127094 5 0.6600003 0.8303489 0.05944487  
## 7 0.02059174 6 0.6387294 0.8170714 0.05898005  
## 8 0.01632010 7 0.6181377 0.7995355 0.05703027  
## 9 0.01521801 8 0.6018176 0.8298316 0.05756965  
## 10 0.01042023 9 0.5865996 0.8463973 0.05811728  
## 11 0.01000559 10 0.5761793 0.8783895 0.05913567  
## 12 0.01000000 12 0.5561681 0.8694888 0.05889828  
##   
## Variable importance  
## Price Advertising Age Income Population Education   
## 49 18 16 8 6 3   
##   
## Node number 1: 400 observations, complexity param=0.1425153  
## mean=7.496325, MSE=7.955687   
## left son=2 (329 obs) right son=3 (71 obs)  
## Primary splits:  
## Price < 94.5 to the right, improve=0.14251530, (0 missing)  
## Advertising < 7.5 to the left, improve=0.07303226, (0 missing)  
## Age < 61.5 to the right, improve=0.07120203, (0 missing)  
## Income < 61.5 to the left, improve=0.02840494, (0 missing)  
## Population < 174.5 to the left, improve=0.01077467, (0 missing)  
##   
## Node number 2: 329 observations, complexity param=0.08034146  
## mean=7.001672, MSE=6.815199   
## left son=4 (174 obs) right son=5 (155 obs)  
## Primary splits:  
## Advertising < 6.5 to the left, improve=0.11402580, (0 missing)  
## Price < 136.5 to the right, improve=0.08411056, (0 missing)  
## Age < 63.5 to the right, improve=0.08091745, (0 missing)  
## Income < 60.5 to the left, improve=0.03394126, (0 missing)  
## Population < 23 to the left, improve=0.01831455, (0 missing)  
## Surrogate splits:  
## Population < 223 to the left, agree=0.599, adj=0.148, (0 split)  
## Education < 10.5 to the right, agree=0.565, adj=0.077, (0 split)  
## Age < 53.5 to the right, agree=0.547, adj=0.039, (0 split)  
## Income < 114.5 to the left, agree=0.547, adj=0.039, (0 split)  
## Price < 106.5 to the right, agree=0.544, adj=0.032, (0 split)  
##   
## Node number 3: 71 observations, complexity param=0.02537341  
## mean=9.788451, MSE=6.852836   
## left son=6 (36 obs) right son=7 (35 obs)  
## Primary splits:  
## Age < 54.5 to the right, improve=0.16595410, (0 missing)  
## Price < 75.5 to the right, improve=0.08365773, (0 missing)  
## Income < 30.5 to the left, improve=0.03322169, (0 missing)  
## Education < 10.5 to the right, improve=0.03019634, (0 missing)  
## Population < 268.5 to the left, improve=0.02383306, (0 missing)  
## Surrogate splits:  
## Advertising < 4.5 to the right, agree=0.606, adj=0.200, (0 split)  
## Price < 73 to the right, agree=0.592, adj=0.171, (0 split)  
## Population < 272.5 to the left, agree=0.592, adj=0.171, (0 split)  
## Income < 79.5 to the right, agree=0.592, adj=0.171, (0 split)  
## Education < 11.5 to the left, agree=0.577, adj=0.143, (0 split)  
##   
## Node number 4: 174 observations, complexity param=0.02127094  
## mean=6.169655, MSE=4.942347   
## left son=8 (58 obs) right son=9 (116 obs)  
## Primary splits:  
## Age < 63.5 to the right, improve=0.078712160, (0 missing)  
## Price < 130.5 to the right, improve=0.048919280, (0 missing)  
## Population < 26.5 to the left, improve=0.030421540, (0 missing)  
## Income < 67.5 to the left, improve=0.027749670, (0 missing)  
## Advertising < 0.5 to the left, improve=0.006795377, (0 missing)  
## Surrogate splits:  
## Income < 22.5 to the left, agree=0.678, adj=0.034, (0 split)  
## Price < 96.5 to the left, agree=0.672, adj=0.017, (0 split)  
## Population < 26.5 to the left, agree=0.672, adj=0.017, (0 split)  
##   
## Node number 5: 155 observations, complexity param=0.06251702  
## mean=7.935677, MSE=7.268151   
## left son=10 (28 obs) right son=11 (127 obs)  
## Primary splits:  
## Price < 136.5 to the right, improve=0.17659580, (0 missing)  
## Age < 73.5 to the right, improve=0.08000201, (0 missing)  
## Income < 60.5 to the left, improve=0.05360755, (0 missing)  
## Advertising < 13.5 to the left, improve=0.03920507, (0 missing)  
## Population < 399 to the left, improve=0.01037956, (0 missing)  
## Surrogate splits:  
## Advertising < 24.5 to the right, agree=0.826, adj=0.036, (0 split)  
##   
## Node number 6: 36 observations, complexity param=0.0163201  
## mean=8.736944, MSE=4.961043   
## left son=12 (12 obs) right son=13 (24 obs)  
## Primary splits:  
## Price < 89.5 to the right, improve=0.29079360, (0 missing)  
## Income < 39.5 to the left, improve=0.19043350, (0 missing)  
## Advertising < 11.5 to the left, improve=0.17891930, (0 missing)  
## Age < 75.5 to the right, improve=0.04316067, (0 missing)  
## Education < 14.5 to the left, improve=0.03411396, (0 missing)  
## Surrogate splits:  
## Advertising < 16.5 to the right, agree=0.722, adj=0.167, (0 split)  
## Income < 37.5 to the left, agree=0.722, adj=0.167, (0 split)  
## Age < 56.5 to the left, agree=0.694, adj=0.083, (0 split)  
##   
## Node number 7: 35 observations  
## mean=10.87, MSE=6.491674   
##   
## Node number 8: 58 observations, complexity param=0.01042023  
## mean=5.287586, MSE=3.93708   
## left son=16 (10 obs) right son=17 (48 obs)  
## Primary splits:  
## Price < 137 to the right, improve=0.14521540, (0 missing)  
## Education < 15.5 to the right, improve=0.07995394, (0 missing)  
## Income < 35.5 to the left, improve=0.04206708, (0 missing)  
## Age < 79.5 to the left, improve=0.02799057, (0 missing)  
## Population < 52.5 to the left, improve=0.01914342, (0 missing)  
##   
## Node number 9: 116 observations, complexity param=0.01000559  
## mean=6.61069, MSE=4.861446   
## left son=18 (58 obs) right son=19 (58 obs)  
## Primary splits:  
## Income < 67 to the left, improve=0.05085914, (0 missing)  
## Population < 392 to the right, improve=0.04476721, (0 missing)  
## Price < 127 to the right, improve=0.04210762, (0 missing)  
## Age < 37.5 to the right, improve=0.02858424, (0 missing)  
## Education < 14.5 to the left, improve=0.01187387, (0 missing)  
## Surrogate splits:  
## Education < 12.5 to the right, agree=0.586, adj=0.172, (0 split)  
## Age < 58.5 to the left, agree=0.578, adj=0.155, (0 split)  
## Price < 144.5 to the left, agree=0.569, adj=0.138, (0 split)  
## Population < 479 to the right, agree=0.560, adj=0.121, (0 split)  
## Advertising < 2.5 to the right, agree=0.543, adj=0.086, (0 split)  
##   
## Node number 10: 28 observations  
## mean=5.522857, MSE=5.084213   
##   
## Node number 11: 127 observations, complexity param=0.02925241  
## mean=8.467638, MSE=6.183142   
## left son=22 (29 obs) right son=23 (98 obs)  
## Primary splits:  
## Age < 65.5 to the right, improve=0.11854590, (0 missing)  
## Income < 51.5 to the left, improve=0.08076060, (0 missing)  
## Advertising < 13.5 to the left, improve=0.04801701, (0 missing)  
## Education < 11.5 to the right, improve=0.02471512, (0 missing)  
## Population < 479 to the left, improve=0.01908657, (0 missing)  
##   
## Node number 12: 12 observations  
## mean=7.038333, MSE=2.886964   
##   
## Node number 13: 24 observations  
## mean=9.58625, MSE=3.834123   
##   
## Node number 16: 10 observations  
## mean=3.631, MSE=5.690169   
##   
## Node number 17: 48 observations  
## mean=5.632708, MSE=2.88102   
##   
## Node number 18: 58 observations  
## mean=6.113448, MSE=3.739109   
##   
## Node number 19: 58 observations, complexity param=0.01000559  
## mean=7.107931, MSE=5.489285   
## left son=38 (10 obs) right son=39 (48 obs)  
## Primary splits:  
## Population < 390.5 to the right, improve=0.10993270, (0 missing)  
## Price < 124.5 to the right, improve=0.07534567, (0 missing)  
## Advertising < 0.5 to the left, improve=0.07060488, (0 missing)  
## Age < 45.5 to the right, improve=0.04611510, (0 missing)  
## Education < 11.5 to the right, improve=0.03722944, (0 missing)  
##   
## Node number 22: 29 observations  
## mean=6.893793, MSE=6.08343   
##   
## Node number 23: 98 observations, complexity param=0.02059174  
## mean=8.933367, MSE=5.262759   
## left son=46 (34 obs) right son=47 (64 obs)  
## Primary splits:  
## Income < 60.5 to the left, improve=0.12705480, (0 missing)  
## Advertising < 13.5 to the left, improve=0.07114001, (0 missing)  
## Price < 118.5 to the right, improve=0.06932216, (0 missing)  
## Education < 11.5 to the right, improve=0.03377416, (0 missing)  
## Age < 49.5 to the right, improve=0.02289004, (0 missing)  
## Surrogate splits:  
## Education < 17.5 to the right, agree=0.663, adj=0.029, (0 split)  
##   
## Node number 38: 10 observations  
## mean=5.406, MSE=2.508524   
##   
## Node number 39: 48 observations  
## mean=7.4625, MSE=5.381106   
##   
## Node number 46: 34 observations, complexity param=0.01521801  
## mean=7.811471, MSE=4.756548   
## left son=92 (19 obs) right son=93 (15 obs)  
## Primary splits:  
## Price < 119.5 to the right, improve=0.29945020, (0 missing)  
## Advertising < 11.5 to the left, improve=0.14268440, (0 missing)  
## Income < 40.5 to the right, improve=0.12781140, (0 missing)  
## Population < 152 to the left, improve=0.03601768, (0 missing)  
## Age < 49.5 to the right, improve=0.02748814, (0 missing)  
## Surrogate splits:  
## Education < 12.5 to the right, agree=0.676, adj=0.267, (0 split)  
## Advertising < 7.5 to the right, agree=0.647, adj=0.200, (0 split)  
## Age < 53.5 to the left, agree=0.647, adj=0.200, (0 split)  
## Population < 240 to the right, agree=0.618, adj=0.133, (0 split)  
## Income < 41.5 to the right, agree=0.618, adj=0.133, (0 split)  
##   
## Node number 47: 64 observations  
## mean=9.529375, MSE=4.5078   
##   
## Node number 92: 19 observations  
## mean=6.751053, MSE=3.378915   
##   
## Node number 93: 15 observations  
## mean=9.154667, MSE=3.273025

#PLOTTING THE MODEL1  
plot(MODEL1)  
text(MODEL1)

![](data:image/png;base64,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) #The attribute that is at the top of the tree is Price.

#Question #2: Consider the following input:Sales=9, Price=6.54, Population=124, Advertising=0, Age=76, Income= 110, Education=10. What will be the estimated Sales for this record using the decision tree model?

MODEL2 = rpart(Sales~.,data=carsdata, method='anova', control = rpart.control(minsplit = 60 ))  
#SUMMARY OF THE MODEL 2  
summary(MODEL2)

## Call:  
## rpart(formula = Sales ~ ., data = carsdata, method = "anova",   
## control = rpart.control(minsplit = 60))  
## n= 400   
##   
## CP nsplit rel error xerror xstd  
## 1 0.14251535 0 1.0000000 1.0062816 0.06965681  
## 2 0.08034146 1 0.8574847 0.9444504 0.06843644  
## 3 0.06251702 2 0.7771432 0.8942798 0.06479818  
## 4 0.02925241 3 0.7146262 0.8265741 0.06057394  
## 5 0.02537341 4 0.6853738 0.8587857 0.05883287  
## 6 0.02127094 5 0.6600003 0.8533863 0.05850406  
## 7 0.02059174 6 0.6387294 0.8442623 0.05822882  
## 8 0.01000000 7 0.6181377 0.8142170 0.05533802  
##   
## Variable importance  
## Price Advertising Age Income Population Education   
## 49 20 18 7 4 2   
##   
## Node number 1: 400 observations, complexity param=0.1425153  
## mean=7.496325, MSE=7.955687   
## left son=2 (329 obs) right son=3 (71 obs)  
## Primary splits:  
## Price < 94.5 to the right, improve=0.14251530, (0 missing)  
## Advertising < 7.5 to the left, improve=0.07303226, (0 missing)  
## Age < 61.5 to the right, improve=0.07120203, (0 missing)  
## Income < 61.5 to the left, improve=0.02840494, (0 missing)  
## Population < 174.5 to the left, improve=0.01077467, (0 missing)  
##   
## Node number 2: 329 observations, complexity param=0.08034146  
## mean=7.001672, MSE=6.815199   
## left son=4 (174 obs) right son=5 (155 obs)  
## Primary splits:  
## Advertising < 6.5 to the left, improve=0.11402580, (0 missing)  
## Price < 136.5 to the right, improve=0.08411056, (0 missing)  
## Age < 63.5 to the right, improve=0.08091745, (0 missing)  
## Income < 60.5 to the left, improve=0.03394126, (0 missing)  
## Population < 174.5 to the left, improve=0.01484238, (0 missing)  
## Surrogate splits:  
## Population < 223 to the left, agree=0.599, adj=0.148, (0 split)  
## Education < 10.5 to the right, agree=0.565, adj=0.077, (0 split)  
## Age < 53.5 to the right, agree=0.547, adj=0.039, (0 split)  
## Income < 114.5 to the left, agree=0.547, adj=0.039, (0 split)  
## Price < 106.5 to the right, agree=0.544, adj=0.032, (0 split)  
##   
## Node number 3: 71 observations, complexity param=0.02537341  
## mean=9.788451, MSE=6.852836   
## left son=6 (36 obs) right son=7 (35 obs)  
## Primary splits:  
## Age < 54.5 to the right, improve=0.16595410, (0 missing)  
## Price < 77.5 to the right, improve=0.08080275, (0 missing)  
## Population < 268.5 to the left, improve=0.02383306, (0 missing)  
## Income < 57 to the left, improve=0.02353594, (0 missing)  
## Education < 12.5 to the right, improve=0.02237407, (0 missing)  
## Surrogate splits:  
## Advertising < 4.5 to the right, agree=0.606, adj=0.200, (0 split)  
## Price < 73 to the right, agree=0.592, adj=0.171, (0 split)  
## Population < 272.5 to the left, agree=0.592, adj=0.171, (0 split)  
## Income < 79.5 to the right, agree=0.592, adj=0.171, (0 split)  
## Education < 11.5 to the left, agree=0.577, adj=0.143, (0 split)  
##   
## Node number 4: 174 observations, complexity param=0.02127094  
## mean=6.169655, MSE=4.942347   
## left son=8 (58 obs) right son=9 (116 obs)  
## Primary splits:  
## Age < 63.5 to the right, improve=0.078712160, (0 missing)  
## Price < 130.5 to the right, improve=0.048919280, (0 missing)  
## Income < 67.5 to the left, improve=0.027749670, (0 missing)  
## Population < 326 to the right, improve=0.020525710, (0 missing)  
## Advertising < 0.5 to the left, improve=0.006795377, (0 missing)  
## Surrogate splits:  
## Income < 22.5 to the left, agree=0.678, adj=0.034, (0 split)  
## Price < 96.5 to the left, agree=0.672, adj=0.017, (0 split)  
## Population < 26.5 to the left, agree=0.672, adj=0.017, (0 split)  
##   
## Node number 5: 155 observations, complexity param=0.06251702  
## mean=7.935677, MSE=7.268151   
## left son=10 (28 obs) right son=11 (127 obs)  
## Primary splits:  
## Price < 136.5 to the right, improve=0.17659580, (0 missing)  
## Age < 65.5 to the right, improve=0.07915291, (0 missing)  
## Income < 60.5 to the left, improve=0.05360755, (0 missing)  
## Advertising < 13.5 to the left, improve=0.03920507, (0 missing)  
## Population < 399 to the left, improve=0.01037956, (0 missing)  
## Surrogate splits:  
## Advertising < 24.5 to the right, agree=0.826, adj=0.036, (0 split)  
##   
## Node number 6: 36 observations  
## mean=8.736944, MSE=4.961043   
##   
## Node number 7: 35 observations  
## mean=10.87, MSE=6.491674   
##   
## Node number 8: 58 observations  
## mean=5.287586, MSE=3.93708   
##   
## Node number 9: 116 observations  
## mean=6.61069, MSE=4.861446   
##   
## Node number 10: 28 observations  
## mean=5.522857, MSE=5.084213   
##   
## Node number 11: 127 observations, complexity param=0.02925241  
## mean=8.467638, MSE=6.183142   
## left son=22 (29 obs) right son=23 (98 obs)  
## Primary splits:  
## Age < 65.5 to the right, improve=0.11854590, (0 missing)  
## Income < 51.5 to the left, improve=0.08076060, (0 missing)  
## Advertising < 13.5 to the left, improve=0.04801701, (0 missing)  
## Education < 11.5 to the right, improve=0.02471512, (0 missing)  
## Population < 405 to the left, improve=0.01719030, (0 missing)  
##   
## Node number 22: 29 observations  
## mean=6.893793, MSE=6.08343   
##   
## Node number 23: 98 observations, complexity param=0.02059174  
## mean=8.933367, MSE=5.262759   
## left son=46 (34 obs) right son=47 (64 obs)  
## Primary splits:  
## Income < 60.5 to the left, improve=0.12705480, (0 missing)  
## Advertising < 13.5 to the left, improve=0.07114001, (0 missing)  
## Price < 118.5 to the right, improve=0.06932216, (0 missing)  
## Education < 11.5 to the right, improve=0.03377416, (0 missing)  
## Age < 49.5 to the right, improve=0.02289004, (0 missing)  
## Surrogate splits:  
## Education < 17.5 to the right, agree=0.663, adj=0.029, (0 split)  
##   
## Node number 46: 34 observations  
## mean=7.811471, MSE=4.756548   
##   
## Node number 47: 64 observations  
## mean=9.529375, MSE=4.5078

#PLOTTING THE MODEL2  
plot(MODEL2)  
text(MODEL2)

![](data:image/png;base64,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)

N\_MODEL <- data.frame(Price=6.54, Population=124, Advertising=0, Age=76, Income= 110, Education=10)  
predict(MODEL1, newdata=N\_MODEL)

## 1   
## 9.58625

#The estimated sales for this record using a decision tree model is 9.5862.

#Question 3: Use the caret function to train a random forest (method=’rf’) for the same dataset. Use the caret default settings. By default, caret will examine the “mtry” values of 2,4, and 6. Recall that mtry is the number of attributes available for splitting at each splitting node. Which mtry value gives the best performance?

size = floor(0.70\*nrow(Carseats\_Filtered))  
size

## [1] 280

set.seed(123)  
train = sample(seq\_len(nrow(Carseats\_Filtered)), size = size)  
  
Train\_Data = Carseats\_Filtered[train,]  
Test\_Data = Carseats\_Filtered[-train,]  
rf\_tree <- train(Sales~., data = Carseats\_Filtered, method = "rf")  
print(rf\_tree)

## Random Forest   
##   
## 400 samples  
## 6 predictor  
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 400, 400, 400, 400, 400, 400, ...   
## Resampling results across tuning parameters:  
##   
## mtry RMSE Rsquared MAE   
## 2 2.432085 0.2777412 1.957961  
## 4 2.449238 0.2728587 1.965729  
## 6 2.474999 0.2626543 1.985643  
##   
## RMSE was used to select the optimal model using the smallest value.  
## The final value used for the model was mtry = 2.

#The mtry that gives the best performance is the 2nd mtry.

#Question 4: Customize the search grid by checking the model’s performance for mtry values of 2, 3 and 5 using 3 repeats of 5-fold cross validation

#USING THE MTRY VALUE OF 2.  
mtry = 2  
Train\_2 <- trainControl(method = "repeatedcv", number = 5, repeats = 3)  
tunegrid1 <- expand.grid(.mtry=mtry)  
TREE2 <- train(Sales~.,  
 method = "rf",  
 data = Train\_Data,  
 trControl = Train\_2,  
 tuneGrid=tunegrid1  
 )  
print(TREE2)

## Random Forest   
##   
## 280 samples  
## 6 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold, repeated 3 times)   
## Summary of sample sizes: 224, 224, 224, 224, 224, 224, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 2.433514 0.2623944 1.951287  
##   
## Tuning parameter 'mtry' was held constant at a value of 2

#USING THE MTRY VALUE OF 3.  
mtry = 3  
Train\_2 <- trainControl(method = "repeatedcv", number = 5, repeats = 3)  
tunegrid <- expand.grid(.mtry=mtry)  
TREE2 <- train(Sales~.,  
 method = "rf",  
 data = Train\_Data,  
 trControl = Train\_2,  
 tuneGrid=tunegrid  
 )  
print(TREE2)

## Random Forest   
##   
## 280 samples  
## 6 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold, repeated 3 times)   
## Summary of sample sizes: 224, 224, 224, 224, 224, 224, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 2.411611 0.2755602 1.927487  
##   
## Tuning parameter 'mtry' was held constant at a value of 3

#USING THE MTRY VALUE OF 5.  
mtry = 5  
Train\_2 <- trainControl(method = "repeatedcv", number = 5, repeats = 3)  
tunegrid <- expand.grid(.mtry=mtry)  
TREE2 <- train(Sales~.,  
 method = "rf",  
 data = Train\_Data,  
 trControl = Train\_2,  
 tuneGrid=tunegrid  
 )  
print(TREE2)

## Random Forest   
##   
## 280 samples  
## 6 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold, repeated 3 times)   
## Summary of sample sizes: 224, 224, 224, 224, 224, 224, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 2.431127 0.2711105 1.963302  
##   
## Tuning parameter 'mtry' was held constant at a value of 5