编程练习8：

异常检测与推荐系统

机器学习

# 介绍

在本练习中，您将实现异常检测算法，并将其应用于检测网络上出现故障的服务器。在第二部分中，您将使用协作过滤来构建电影推荐系统。在开始编程练习之前，我们强烈建议观看视频讲座并完成相关主题的复习问题。

要开始练习，您需要下载起始代码并将其内容解压缩到要完成练习的目录。如果需要，请在开始本练习之前使用octave/matlab中的cd命令更改到此目录。

您也可以在课程网站的“环境设置说明”中找到安装octave/matlab的说明。

## 本练习中包含的文件

ex8.m-octave/Matlab脚本用于练习ex8的第一部分

ex8 cofi.m -octave/Matlab脚本用于练习

ex8data1.mat-异常检测的第一示例数据集

ex8data2.mat-异常检测的第二示例数据集

ex8 movies.mat-影评数据集

ex8 movieparams.mat-为调试多变量提供的参数

multivariateGaussian.m-计算高斯分布可视化拟合的概率密度函数。

visualizeFit.m-高斯分布的二维图和数据集。

checkCostFunction.m-协同过滤的梯度检查。

computeNumericalGradient.m-数值计算梯度

fmincg.m-函数最小化例程（类似于fminnc）

loadmovielist.m-将电影列表加载到单元格数组

movie ids.txt-电影列表。

normalizeRatings.m-协作筛选的平均规范化。

submit.m-将解决方案发送到服务器的提交脚本

[]estimateGaussian.m-使用对角协方差矩阵估计高斯分布的参数*？*

[]selectThreshold.m-查找异常检测阈值

[]coficostfunc.m-实现协同过滤的成本函数*？？*

*？*指示需要完成的文件

在练习的第一部分（异常检测）中，您将使用脚本ex8.m。在协作筛选的第二部分中，您将使用ex8 cofi.m。这些脚本为问题设置数据集，并调用将要编写的函数。您只需要按照此分配中的说明修改其他文件中的函数。

## 哪里能得到帮助

本课程中的练习使用Octaveor Matlab，一种非常适合数值计算的高级编程语言。如果您没有安装Octave或Matlab，请参阅课程网站“环境设置说明”中的安装说明。[〔1〕](" \l "_ftn1" \o ")

在octave/matlab命令行中，键入help后跟函数名，显示内置函数的文档。例如，“帮助绘图”将显示用于绘图的帮助信息。有关倍频程函数的更多文档可以在倍频程文档页面中找到。Matlab文档可以在Matlab文档页面找到。

我们也强烈鼓励利用网上讨论与其他学生讨论练习。但是，不要查看其他人编写的任何源代码，也不要与其他人共享您的源代码。

# 1             异常检测

在本练习中，您将实现异常检测算法来检测服务器计算机中的异常行为。这些特性测量每个服务器的吞吐量（MB/s）和响应延迟（ms）。当您的服务器运行时，您收集了m=307个它们的行为示例，因此有一个未标记的数据集{x（1），…，x（m）}。您怀疑这些示例中的绝大多数是服务器正常运行的“正常”（非异常）示例，但也可能有一些服务器在此数据集中异常运行的示例。

您将使用高斯模型来检测数据集中的异常示例。您将首先从二维数据集开始，该数据集将允许您可视化算法正在执行的操作。在该数据集上，您将拟合高斯分布，然后找到概率非常低的值，因此可以认为是异常。然后，将异常检测算法应用于具有多个维度的较大数据集。这部分练习你将使用ex8.m。

ex8.m的第一部分将可视化数据集，如图1所示。
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图1：第一个数据集。

## 1.1           高斯分布

要执行异常检测，首先需要根据数据的分布拟合一个模型。

给定一个训练集{x（1），…，x（m）}（其中x（i）∈r*n*，你要估计每个特征XI的高斯分布。对于每个特征i=1…n，您需要找到与每个示例的第i维-第h维中的数据相匹配的参数μi和σi2）。

高斯分布由
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其中，μ是平均值，σ2控制方差。

## 1.2           高斯函数的参数估计

您可以使用以下方程估计第i个特征的参数（μi，σi2）。为了估计平均值，您将使用：
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对于差异，您将使用：
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你的任务是在EstimateGaussian.m中完成代码。此函数以数据矩阵X作为输入，并应输出一个N维向量mu（包含所有N个特征的平均值）和另一个N维向量sigma2（包含所有特征的方差）。您可以在每个特性和每个训练示例上使用for循环来实现这一点（尽管矢量化实现可能更有效；如果您愿意，可以随意使用矢量化实现）。注意，在octave/matlab中，var函数将（默认情况下）使用，而不是计算σi2。

一旦您完成了EstimateGaussian.m中的代码，ex8.m的下一部分将可视化拟合高斯分布的轮廓。您应该得到一个类似于图2的图。从图中可以看到，大多数示例位于概率最高的区域，而异常示例位于概率较低的区域。

*你现在应该提交你的解决方案。*
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图2：分布的高斯分布轮廓符合数据集。

## 1.3           选择阈值，*ε*

现在您已经估计了高斯参数，您可以研究给定此分布的哪些示例具有非常高的概率，哪些示例具有非常低的概率。低概率的例子更可能是我们数据集中的异常。确定哪些示例是异常的一种方法是基于交叉验证集选择阈值。在本部分练习中，您将实现一个算法，使用交叉验证集上的f1分数选择阈值ε。

现在您应该在selectThreshold.m中完成代码. 为此，我们将使用交叉验证集，其中标签y=1对应于异常示例，y=0对应于正常示例。对于每个交叉验证示例，我们将计算）。所有这些概率的向量）传递给在向量pval中选择threshold.m。相应的标签ycv（1），…，ycv（错误地传递给向量yval中的同一个函数）。简历）

函数selectThreshold.m应返回两个值；第一个值是选定的阈值ε。如果示例x具有低概率p（x）<ε，则将其视为异常。这个函数还应该返回f1分数，它告诉你在给定某个阈值的情况下，你在寻找地面真值异常方面做得有多好。对于许多不同的ε值，您将通过计算当前阈值正确和错误分类的示例数来计算得到的f1分数。

F1分数使用精确（prec）和召回（rec）计算：
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计算精度和召回率的方法是：
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*,* （5）

哪里

•是真阳性的数量：地面真值标签显示这是异常，我们的算法将其正确分类为异常。*TP*

•是误报的数量：地面真值标签说这不是异常，但我们的算法错误地将其归类为异常。*计划生育*

•是假阴性的数量：地面真值标签说这是异常，但我们的算法错误地将其归类为非异常。*FN*

在提供的代码selectThreshold.m中，已经有一个循环尝试了许多不同的ε值，并根据f1分数选择最佳的ε。

现在您应该在selectThreshold.m中完成代码。您可以在所有交叉验证示例中使用for循环实现f1分数的计算（以计算tp、fp、fn值）。你应该看到epsilon的值是8.99e-05。

|  |
| --- |
| **实施说明：**为了计算tp、fp和fn，您可以使用矢量化实现，而不是在所有示例上循环。这可以通过octave/matlab的向量与单个数的相等性测试来实现。如果在n维二元向量v∈{0,1}n中有多个二元值，则可以使用：sum（=0）找出该向量中有多少个值是0。您还可以对此类二进制向量应用逻辑和运算符。例如，让cvpredictions是一个二进制向量，其大小与交叉验证集的数目相同，其中，如果算法考虑异常，则第i个元素为1，否则为0。例如，您可以使用：fp=sum（（cvpredictions==1）和（yval==0）计算误报数。*V* |
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图3：分类异常。

完成selectThreshold.m中的代码后，ex8.m中的下一步将运行异常检测代码并在图中圈出异常（图3）。

*你现在应该提交你的解决方案。*

## 1.4           高维数据集

脚本ex8.m的最后一部分将运行您在更真实、更难处理的数据集上实现的异常检测算法。在这个数据集中，每个示例由11个特性描述，捕获计算服务器的更多属性。

脚本将使用您的代码来估计高斯参数（μi和σi2），计算估计高斯参数所依据的两个训练数据x的概率，并对交叉验证集xval执行此操作。最后，使用selectthreshold找到最佳阈值ε。

你应该看到一个值epsilon约为1.38e-18，并发现117个异常。

![](data:image/gif;base64,R0lGODlh0gEBAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAADSAQEAgAAAAAAAAAIURI6py+0Po5y02ouz3rz7D4biWAAAOw==)

# 2             推荐系统

在练习的这一部分中，您将实现协作过滤学习算法，并将其应用于电影分级数据集。该数据集由1到5的分级组成。这个数据集有nu=943个用户，nm=1682个电影。在练习的这一部分中，您将使用脚本ex8[[ 2 ]](" \l "_ftn2" \o ") ![](data:image/gif;base64,R0lGODlhBgABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAGAAEAgAAAAAAAAAIDRH4FADs=)科菲

在本练习的下一部分中，您将实现函数coficostfunc.m，该函数计算协作fitlering目标函数和渐变。在实现了成本函数和梯度之后，您将使用fmincg.m学习协同过滤的参数。

## 2.1           电影分级数据集

脚本ex8 cofi.m的第一部分将加载数据集ex8 movies.mat，在Octave/Matlab环境中提供变量y和r。

矩阵y（a num![](data:image/gif;base64,R0lGODlhBgABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAGAAEAgAAAAAAAAAIDRH4FADs=)movies×num users matrix）存储收视率y（i，j）

（从1到5）。矩阵r是二值指示矩阵，其中，如果用户j对电影i进行了评级，则r（i，j）=1，否则r（i，j）=0。协同过滤的目的是预测用户尚未评分的电影的评分，即r（i，j）=0的条目。这将允许我们向用户推荐预测收视率最高的电影。

为了帮助您理解矩阵y，脚本ex8![](data:image/gif;base64,R0lGODlhBgABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAGAAEAgAAAAAAAAAIDRH4FADs=)cofi.m将计算第一部电影（玩具总动员）的平均电影评分，并将平均评分输出到屏幕。

在练习的这一部分中，您还将使用矩阵x和θ：

|  |  |
| --- | --- |
| （1））—*T*  -（x）  —（x（2））—x=…γ*T*γγ*,*  γ  -（x（n））。-*米T* | （1））—*T*  -（Th）  —（θ（2））—θ=…γ*T*γγ*.*  γ  -（θ（n））.-*UT* |

x的第i行对应于第i电影的特征向量x（i），θ的第j行对应于第j用户的一个参数向量θ（j）。x（i）和θ（j）都是n维向量。在本练习中，将使用n=100，因此，x（i）∈r andθ（j）∈r。相应地，x是nm×100矩阵，θ是nu×100矩阵。100 100

## 2.2           协同过滤学习算法

现在，您将开始实现协作过滤学习算法。您将从实现成本函数开始（不带正则化）。

电影推荐设置中的协同过滤算法考虑了一组n维参数向量x（1），…，x（nandθ（1），…，θ（n，其中模型预测用户j对电影i的评分为y（i，j）=（θ（j））tx（i）。给定一个数据集，该数据集由一些用户在某些电影上生成的一组分级组成，您希望了解参数向量*米*）*U*）

*X*（1）*，…，X*（n）*米*）*，Th*（1）*，…，Th*（n）*U*）产生最佳拟合（最小化平方误差）。

您将在coficostfunc.m中完成代码，以计算协同过滤的成本函数和梯度。请注意，函数的参数（即，您要学习的值）是x和θ。为了使用现成的最小化方法，如fmincg，我们设置了成本函数，将参数展开为单个向量参数。您以前在神经网络编程练习中使用过相同的矢量展开方法。

### 2.2.1          协同过滤成本函数

协作过滤成本函数（无正则化）由

![](data:image/gif;base64,R0lGODlhqgEsAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAACqASwAgAAAAAAAAAL/hI+py+0Po5y02ouz3rz7D4biSJbmOQWAirbuC8fyTNcWa+f6zvf+D8IBh8Si8YjUBITJpvMJjcKY0qr1is0aqCGcVwuOcbnh8oecWarWq/ZajS4z4+Z65Wu/0y9Libq2t8Dm9xO4RWI4koiwePCF19LYeKO4ONmBlplAN3eSqHkoInSJQdqmtJn30CfKahNnelp45yjY2emAWysDidorazIo+8tYIhzk6qJ7CCnMmVJL3CXYMKaQPBmLuhv4HJpaLBpNnSv1RzPHQjZazucZ3v69uyl9DT4/lcq2bH8vr+hIHb5hA7VNSfaK2z1+nwq+60dunL9L7JTNw0PFG7CA//DOEBPIbJWTcw8dhqpYjeOQZh11kVT5z9lGg9DqzYS2BaSbgR5Y/oPHD8lLgB2H6YT47di4fcYuOk2acgxKfTyr9sx2Q53NVm+6bUS6dKcOhJEYdaUaD4JMsKV+2tOYsqhba8EwiXRrEa87Dkxp5vLLgKFDwHSt7mQK0avau1XJzgCcFjKFqXzPKJNMLx4pQ5jjfm0bMehnXp1DAzJMKfDh0WJKxkTteXFe1piOygOJdSFQcJ0z6k37lODuIFBK+/ts6hkr41B7qi4ckqLp5mHFFUuuG+ataU+Yw1Y6WSTid473plaFPgJk796LrjfSPp9Q7rRQYC6/Ib57yz621rpPDyB9leXUChj60ULYNgEu+JsecuX3HxAHJsRghUTgx4clFm7IYYd+rNdHX4dh6GGJJgYoGRwqrqjiiS6+iCKMMs5IY4023ojjNODlyGOPG7boY5BCDhkhkUYe2QN0/CHJZJMDqidgbE5O2aQkjFGJZZbEXUeNiCFxCdV4E2pJphaUEdigfziVyaaQSiYGZZhi0dZmnSb6RI5teEoypp1+JrFncAoC92ehNO5IqER0Gsooj9Kp1igFBQAAOw==)*.*

现在，您应该修改coficostfunc.m以在变量j中返回此成本。请注意，仅当r（i，j）=1时，才应该累积用户j和电影i的成本。

完成此函数后，脚本ex8 cofi.m将运行成本函数。你应该会看到22.22的输出。

*你现在应该提交你的解决方案。*

**实施说明：**我们强烈建议您使用矢量化实现来计算j，因为稍后优化包fmincg会多次调用它。像往常一样，首先编写一个非矢量化的实现（以确保您有正确的答案）可能是最简单的，然后修改它使其成为矢量化的实现（检查矢量化步骤不会更改算法的输出）。要想出一个矢量化的实现，下面的提示可能会有帮助：您可以使用r矩阵将所选条目设置为0。例如，r.\*m将在m和r之间执行元素相乘；因为r只有值为0或1的元素，所以只有当r中的相应值为0时，这才有将m的元素设置为0的效果。因此，sum（sum（r.\*m））是m的所有元素的和，r中的相应元素等于1。

### 2.2.2          协同过滤梯度

现在，您应该实现渐变（不带正则化）。具体来说，您应该完成coficostfunc.m中的代码以返回变量x![](data:image/gif;base64,R0lGODlhBgABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAGAAEAgAAAAAAAAAIDRH4FADs=)毕业生和西塔毕业生。请注意![](data:image/gif;base64,R0lGODlhBgABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAGAAEAgAAAAAAAAAIDRH4FADs=)梯度应该是与x大小相同的矩阵，同样地，θ梯度是与θ大小相同的矩阵。成本函数的梯度如下：

![](data:image/gif;base64,R0lGODlh/ABlAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAD8AGUAgAAAAAAAAAL/hI8XicsPo5y02ouz3rz7BgXOR5bmiabqN46Mu8byTNc2bOD2zvf+DViIXrqf8YhMSlzDl/IJjf5guqL0is0+rLlENSkSDsPBcVOLTndBTmRYGIzDxdzTd6mo1I/7rTe/xaTgcMbXl3OI0ke4JtXi12iR+BcZV6ZEJrlBlfLoMXkB+mlJ6ifqk7kCytl4pweoBllaepqVqhg626bLuwtXaeI5IQyyGBtaywLIOstMYZWsuTttOUZ5rFEYfN3azO1VS2wHK84sXI4tqU0iyLbWXsmUKM5zCI/jvDMnV3Lbz23NVYhheej1ykDoV4Q6jxTGS4fB3yh33cA9k0aQHbkQ/3sYIULIb5/IkPwMRftGbN2rlRxGujp1B56jjbi2USQVDmMNj/9wwoLiclxNmgcvGi3aE2lElBBZnPzmJBlDMfqoJhU4tMvTDiqV3dyKB5gMh14Pgj2KStWMszaV5gqrAl2PrhpjsB13lqHbskYm3W2qsx5GvQ/rzdsEFfAVgxZ/oqEL7q/iye4I71Ub9I1Eypw7ZUxsV7Po0Z1LC/W5r7Dp1awB/rLWOrZsWapn256tLd/t3avz6Vbbljfve5dAu5ElWfjikiQZp82qXDhs4KjdOr8Z/TZZXL4dDxwpNrv2tUuRiz+/8HJLphW9gVePPj5Lvz+Nyb8/8XMxn/j72/9961+AAg5IYIEGHohgggouyGCDDj4IYYQSTkhhhRZeiGGGGm7I4UwdfqhXch/aZt+IExYhoonS0abiggal2GJrLawDWYwB/gajjR6W5x18igTUXBmb6YhWjw3INIgbNQ6S43pNNsWFOUYadhh5laWnFUhWIgXTlOZRYxKA6/1n2knXZQmmkpJ1dw5/WM7nJpnGDUbiksChiN2cb8oZGFpIdmZnNuwxF543dOYJXaElPtnXXd298xVAjxFFi55w9RYoSwMtc82jf7yXJo9tthcil3wEyU6mRcrDXGp7EvRiT3ZaxmkumQUZ1BSqvirlfsE5Bg2qBVE6aKRcETWqj53qgOXMjIhpOmZRZ4qprGCgOvVrr2MJVmhdXsrGVrPd6mcKT3Lmldhfv6HC6HbURkXotru++R6j1Xp72rhaTsptuK/qQ52+72LyLY+X/vqEvUkth+5F9HESrMCJ/ttXGg0PPE2b6wKhDpFbXqkot7DO6/GYZ2BV1Wgqk1yyJnS46eoUuJLUsirtNHFyzf4VgnPBOovHs0Is/4xbp8QSfR5xkSjMF9JlQWwpx9Bu6nSRVDPt875V/yOiq2R9DTPN9279KQ34IEpx1GSTyyexLw0r9NoIe2Zs2Gh/JDdEix7NYt7gju03ZxEHzkEBADs=)*.*

请注意，该函数通过将两组变量展开为一个向量来返回它们的梯度。完成计算渐变的代码后，脚本ex8![](data:image/gif;base64,R0lGODlhBgABAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAGAAEAgAAAAAAAAAIDRH4FADs=)cofi.m将运行一个渐变检查（checkCostFunction）来数值检查渐变的实现。如果实现正确，您应该发现分析渐变和数值渐变非常匹配。[〔3〕](" \l "_ftn3" \o ")

*你现在应该提交你的解决方案。*

|  |
| --- |
| **实施说明：**您可以在不使用矢量化实现的情况下获得此分配的全部学分，但您的代码将运行得慢得多（几个小时），因此我们建议您尝试将实现矢量化。  首先，可以使用for loop over movies（用于计算）和for loop over users（用于计算）实现渐变。当您第一次实现渐变时，您可以从一个未划分的版本开始，通过实现另一个内部for循环来计算求和中的每个元素。以这种方式完成渐变计算后，您应该尝试将实现矢量化（将内部for循环矢量化），这样您只剩下两个for循环（一个用于循环电影以计算每个电影，另一个用于循环用户以计算每个用户）。 |

|  |
| --- |
| **实施技巧：**要执行矢量化，您可能会发现这很有帮助：您应该想出一种方法来同时计算与之相关的所有导数（即，与特征向量x（i）相关的导数项）。我们将第i部电影的特征向量的导数定义为：  （XGRAD）  要将上述表达式矢量化，可以从索引到θ和y开始，只选择感兴趣的元素（即r（i，j）=1的元素）。直观地说，当你考虑第i部电影的特性时，你只需要关心给电影打分的用户，这允许你从θ和y中删除所有其他用户。  具体来说，您可以将idx=find（r（i，：）==1）设置为已对电影i进行分级的所有用户的列表。这将允许您创建索引到θ和y中的临时矩阵thetatep=theta（idx:）和ytemp=y（iidx），以便仅为已对第i部电影进行分级的用户集。这将允许您将衍生工具写成：*,,*  xgrad（i:）=（x（i:）\*thetatemp-ytemp）\*thetatemp*,,.*  （注意：上面的向量化计算返回的是行向量。）  在对x（i）的导数计算进行矢量化之后，还应该使用类似的方法对θ（j）的导数进行矢量化。 |

### 2.2.3          正则化成本函数

给出了正则化协同滤波的代价函数。

现在，您应该将正则化添加到成本函数j的原始计算中。完成后，脚本ex8 cofi.m将运行正则化成本函数，您应该会看到大约31.34的成本。

*你现在应该提交你的解决方案。*

### 2.2.4          正则梯度

既然已经实现了正则化成本函数，就应该继续实现梯度的正则化。您应该添加到coficostfunc.m中的实现中，通过添加来自正则化项的贡献来返回正则化梯度。注意，正则化成本函数的梯度由以下公式给出：

![](data:image/gif;base64,R0lGODlhLwFmAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAAAAAAvAWYAgAAAAAAAAAL/hI+py+0Po5y02ouz3lyG8ylf2JXmiabqynYk8IJxS9f2jeccGcywrwsKh8SiawE0KpfMZo036zmn1KrV8pKKrtyudxrzJW8jmLmM/qqfYEcYWeyl5/Lx2n3P4xE8kFEeUcbGZ4aXtpdgp9G3hZGkiCKGWPhjAPl0aUnz2BCSqfOp1+nHcOgX2qK18kZYmkj66gGLGljBCKepeUsGK9sFqGLnmdv7oGo8mupKTEkq2Mrs6IsryndsIlwMnY21WRvNWrybkTleLXJtwxjeqJ3MTIvsPpY1H7wRXwWMHTtLDS5DUjtzR3Q160cMSjRoyyBcuyXwHLp8/9DNM6foGcVp/5c6Mjx44hi7JXNAkktHDqEUjWfkvWPZbpE7Qtxablz48tSEkjxt+rx5skSUbdK+pSw5kJ8qiiNWmrT0EFXPqT/jAAUIVcaFcvh8UrsK8ahXOOmuRtJpFmdKcTMdThv0dG2ztEk/qu1qF9TZvPmyaaFbt2DLvG8rohl2V2ZMvXt7bcyYeK/Zmo11ggQMGG/luEWbEOzsihbdZxJLZT44mQpiwaaZoHyHCCaO02x36ONsKw/pzYwLl/49+A/uhC5HpvpEG7hw17l/hdW1T7n0aqsrDqmDPXud6dz1PKeUvLv48YHCfo9MPr36rVnar38PX9nH8PHrj3dvl779/dStIf+c3dwrkOjH33R/9VGWbkYVyGCAfLVlW2ARoddghSy8FhJxE9qzG4EWxrdbCiN99t9iH54Y4YUmqvWdcSi+SEGIjXXoD1ajeAhjjjulOJyOPjoxIFng/UikF1wViWSSSi7JZJNOPglllFJOSWWVVl6JZZZabslll15+CWaYYo5JZpkNymhmmlshgaGaZgbpZpywESZnmgThWOePd+ZZJxRR4Mnniy4C6g9PbeZJqFAl9nghIFNtB5d8EALII6U1tuZYVkQc6p83dNJU3Y6RTgraFeGQSAanpGq2InGK8TbjkLwYFNmeSkTnUqkx5qprEKgy5CFGuzZ0q6rdzPcfJ53/yZYhTqca5aItkijL6Be4qnPXr6J5Wtyik7gwFK2rUmesqLUFl6231o0b4IahjEPZnOepK8q1r9oIp2NHzsXtLtEuGm8n9dgTx6X4BOuJU0R1Ywqxa66oLVpL0bvqGzQmKuBYi5TrFrCmNLyuwyI/3GNNCfcGjFRVUdWTrxzPOVA9+X5r4xZI9TOzSf/KcrPNBtv3srzbbFteqhQWBlYtf7Hra1WKzlptqzj3y8+nDn5FMHxpDSrXMqHeU4lgTUlNs0ponvasEEHzuvMRaJ5lr0wfMx3Xsxavp9/WplYtD3J8jzZ10yJSPGwbqbmF8dFXRz24b2yzZuHb2L6Lmqw/iY9adsd0Iwky1B5dumEO5SQeKOSyUcsGy5CWDtzJzqqtXexxs67GYaejS/uWImm6du5RirQa6b4D7Z5Cw4uZtuXH674wv8tzCTKNt5qb+fN7K9449SNbz0V4c7ur81jCc7+j9zFRziv5Vvx6b1uhO824+ukhGLjz6I0vf+2gV5z/lJL3Dz0AdqEAADs=)*.*

这意味着您只需将λx（i）添加到前面描述的x梯度（i，：）变量，并将λθ（j）添加到前面描述的θ梯度（j，：）变量。

完成计算渐变的代码后，脚本ex8 cofi.m将运行另一个渐变检查（checkCostFunction），以数字方式检查渐变的实现。

*你现在应该提交你的解决方案。*

## 2.3           学习电影推荐

在你完成了协同过滤成本函数和梯度的实现之后，你现在可以开始训练你的算法，为你自己制作电影推荐。在ex8 cofi.m脚本的下一部分中，您可以输入自己的电影首选项，以便以后运行算法时，您可以获得自己的电影推荐！我们已经根据自己的喜好填写了一些价值观，但是你应该根据自己的喜好来改变。可以在文件movie idx.txt中找到数据集中所有电影及其编号的列表。

### 2.3.1          建议

给你的最佳推荐：

电影《泰坦尼克号》预测评分9.0（1997）

电影《星球大战》（1977）预测评分8.9

电影《肖申克的救赎》预测评分8.8（1994）

预测电影的收视率为8.5（1997）

电影《寻欢作乐》预测评分8.5（1997）

电影常见嫌疑犯预测评分8.5（1995）

电影辛德勒排行榜预测评分8.5（1993）

《迷失方舟》电影《掠夺者》预测评分8.4（1981）

《电影帝国反击战》（1980）预测收视率为8.4

电影《勇敢的心》（1995）预测评分8.4

提供的原始评级：

《玩具总动员》（1995）4级

对12只猴子评定为3级（1995年）

对普通嫌疑犯评定为5级，1995年

爆发率为4级（1995年）

《肖申克救赎》（1994）5级

在你睡觉的时候被评为3级（1995）

《阿甘正传》5级（1994）

《沉默的羔羊》（1991）被评为2级

外星4级（1979）

硬质合金2（1990）评定为5级

Sphere等级5（1998）

图4：电影推荐

在将附加评级添加到数据集之后，脚本将继续训练协作过滤模型。这将学习参数x和θ。要预测用户j的电影i的等级，需要计算（θ（j））t x（i）。脚本的下一部分计算所有电影和用户的分级，并根据脚本前面输入的分级显示它推荐的电影（图4）。注意，由于不同的随机初始化，您可能获得不同的预测集。

# 提交和评分

完成任务的各个部分后，请务必使用提交功能系统将您的解决方案提交到我们的服务器。下面是这个练习的每个部分的得分情况。

|  |  |  |
| --- | --- | --- |
| **部分** | **提交的文件** | **点** |
| 估计高斯参数 | 估计Guassian.m | 15点 |
| 选择阈值 | 选择阈值.m | 15点 |
| 协同过滤成本 | coficostfunc.m公司 | 20点 |
| 协同过滤梯度 | coficostfunc.m公司 | 30点 |
| 正规化成本 | coficostfunc.m公司 | 10点 |
| 正则化梯度 | coficostfunc.m公司 | 10点 |
| 总分 |  | 100点 |

您可以多次提交解决方案，我们只考虑最高分数。

[〔1〕](" \l "_ftnref1" \o ")Octave是Matlab的免费替代品。对于编程练习，您可以自由使用倍频程或Matlab。

[[ 2 ]](" \l "_ftnref2" \o ")来自grouplens research的movielens 100k数据集。

[〔3〕](" \l "_ftnref3" \o ")这类似于你在神经网络练习中使用的数值检查。