* **C4.5** — усовершенствованная версия алгоритма ID3, в которую добавлена возможность работы с пропущенными значениями атрибутов (по версии издания Springer Science в 2008 году алгоритм занял 1-е место в топ-10 наиболее популярных алгоритмов Data Mining).
* **CART (Classification and Regression Tree)** — алгоритм обучения деревьев решений, позволяющий использовать как дискретную, так и непрерывную целевую переменную, то есть решать как задачи классификации, так и регрессии. Алгоритм строит деревья, которые в каждом узле имеют только два потомка.

**Преимущества алгоритма**

Рассмотрев основные проблемы, возникающие при построении деревьев, было бы несправедливо не упомянуть об их достоинствах:

* быстрый процесс обучения;
* генерация правил в областях, где эксперту трудно формализовать свои знания;
* извлечение правил на естественном языке;
* интуитивно понятная классификационная модель;
* высокая точность предсказания, сопоставимая с другими методами анализа данных (статистика, нейронные сети);
* построение непараметрических моделей.

**Недостатки:**

* Деревья решений чувствительны к шумам во входных данных. Небольшие изменения обучающей выборки могут привести к глобальным корректировкам модели, что скажется на смене правил классификации и интерпретируемости модели.
* Разделяющая граница имеет определенные ограничения, из-за чего дерево решений по качеству классификации уступает другим методам.
* Возможно переобучение дерева решений, из-за чего приходится прибегать к методу «отсечения ветвей», установке минимального числа элементов в листьях дерева или максимальной глубины дерева.
* Сложный поиск оптимального дерева решений: это приводит к необходимости использования эвристики типа жадного поиска признака с максимальным приростом информации, которые в конечном итоге не дают 100-процентной гарантии нахождения оптимального дерева.
* Дерево решений делает константный прогноз для объектов, находящихся в признаковом пространстве вне параллелепипеда, который охватывает не все объекты обучающей выборки.

**Области применения**

Модули для построения и исследования деревьев решений входят в состав большинства аналитических платформ. Они являются удобным инструментом в [системах поддержки принятия решений](https://wiki.loginom.ru/articles/decision-support-system.html) и интеллектуального анализа данных.

Деревья решений успешно применяются на практике в следующих областях:

* **Банковское дело.** Оценка [кредитоспособности](https://wiki.loginom.ru/articles/creditworthiness.html) клиентов банка при выдаче кредитов.
* **Промышленность.** Контроль за качеством продукции (выявление дефектов), испытания без разрушений (например, проверка качества сварки) и т.д.
* **Медицина.** Диагностика заболеваний.
* **Молекулярная биология.** Анализ строения аминокислот.
* **Торговля.** Классификация клиентов и товаров.

Единственное различие между C4.5 и ID3 - это критерии выбора атрибутов разделения. Чтобы решить проблему, заключающуюся в том, что ID3 отдает предпочтение атрибутам с большим количеством возможных значений, C4.5 вводит коэффициент передачи информации и использует принцип максимальной скорости набора информации для выбора текущего атрибута разделения узла.  
Используйте атрибут A для разделения узла NСкорость сбора информации:  
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Предполагая, что атрибут A имеет v различных значений дискретных атрибутов, атрибут A можно использовать для разделения узла N на v дочерних узлов {N1, N2,…, Nv}. После разделения узла N с атрибутом AЭнтропия раздела：  
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Алгоритмы ID3 и C4.5 основаны на информационной энтропии для выбора узлов разделов, которые в основном используются для задач классификации. Дерево решений CART называется деревом классификации и регрессии (Дерево классификации и регрессии), могут использоваться как задачи классификации, так и регрессии. Разница между CART и двумя предыдущими алгоритмами заключается в том, что, когда каждый узел выносит суждение, рассматривается только случай двух классификаций, даже если можно получить несколько значений (например, есть три цветных шара, ID3 и C4. 5 напрямую разделены на три подкатегории, а КОРЗИНА может быть разделена только на определенный цвет, а затем оценена, когда она разделена один раз), на самом деле это двоичное дерево.

Стандарт классификации CART заключается в использовании индекса Джини для разделения:  
Индекс Джини：![](data:image/jpeg;base64,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)

1. Определения в алгоритме DBSCAN:

Чтобы понять DBSCAN более подробно, давайте углубимся в это.***Основная концепция алгоритма DBSCAN состоит в том, чтобы найти области высокой плотности, которые отделены друг от друга областями низкой плотности.***Итак, как мы измеряем плотность региона? Ниже приведены 2 шага -

* Плотность в точке P: количество точек в окружности радиуса*EPS (ϵ)*из точки P*,*
* Плотная область: для каждой точки в кластере окружность с радиусом ϵ содержит как минимум минимальное количество точек (*MinPts*).

2. Этапы алгоритма DBSCAN:

С определениями выше, мы можем пройти через шаги алгоритма DBSCAN, как показано ниже:

1. Алгоритм начинается с произвольной точки, которая не была посещена, и информация о его окрестности извлекается из параметра..
2. Если этот пункт содержит*MinPts*в ϵ окрестности начинается формирование кластера. В противном случае точка помечается как шум Эта точка может быть позже найдена в ϵ-окрестности другой точки и, таким образом, может стать частью кластера. Здесь важна концепция достижимости плотности и точек, связанных плотностью.
3. Если точка найдена как центральная точка, то точки в окрестности also также являются частью кластера. Таким образом, все точки, найденные в ϵ окрестности, добавляются вместе с их собственной ϵ окрестностью, если они также являются центральными точками.
4. Вышеописанный процесс продолжается до тех пор, пока кластер, связанный плотностью, не будет найден полностью.
5. Процесс возобновляется с новой точкой, которая может быть частью нового кластера или помечена как шум.

Из приведенных выше определений и алгоритмов вы можете догадаться*два из самых больших недостатков алгоритма DBSCAN*,

* Если в базе данных есть точки данных, которые образуют кластеры различной плотности, то DBSCAN не удается хорошо кластеризовать точки данных, поскольку кластеризация зависит от ϵ и*MinPts*параметр, они не могут быть выбраны отдельно для всех кластеров.
* Если данные и функции не так хорошо понятны специалисту в области, то настройте ϵ и*MinPts*может быть сложно и, возможно, потребуется сравнение для нескольких итераций с различными значениями ϵ и*MinPts*,

**a/b**

Выбор размера выборки

Мощность теста (1 - β) - это вероятность обнаружения статистической разницы между группами в нашем тесте, когда разница действительно присутствует. Обычно по соглашению устанавливается на 0,8 (если вам интересно, вот дополнительная информация о статистической мощности).

Альфа-значение (α) - критическое значение, которое мы установили ранее равным 0,05.

Размер эффекта - насколько большой, по нашему мнению, будет разница между коэффициентами конверсии.

Сбор и подготовка данных

Убираем повторяющие записи

Разделяем датасет на группы

Первое, что мы можем сделать, это вычислить базовую статистику, чтобы получить представление о том, как выглядят наши образцы.