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**Question 1 (16 marks)**

Consider the following two transactions (we omit the final ‘commit’ operation):

### Transaction *T*1

read item(*X* );

*X* := *X* + 2;

write item(*X* ); read item(*Y* ); *Y* := *Y* \* 3;

write item(*Y* );

commit;

### Transaction *T*2

read item(*Y* );

*Y* := *Y* \* 2;

write item(*Y* );

read item(*X* );

*X* := *X* + 3;

write item(*X* ); commit;

Assume that transactions *T*1 and *T*2 use shared buffers (i.e., once a transaction writes *X* back to the buffer, the new value of *X* can be read by the other transaction, and similarly for *Y* ).

1. Give serial schedules *S*1 for *T*1  *T*2 and *S*2 for *T*2  *T*1. (1 mark per schedule)

Ans:

S1: r­1(X); w1(X); r1(Y); w1(Y); r­2(Y); w2(Y); r­2(X); w2(X);

S2: r­2(Y); w2(Y); r­2(X); w2(X); r­1(X); w1(X); r1(Y); w1(Y);

1. For each of the two schedules you gave in **(a)** *S*1 and *S*2, give the values of *X* and *Y*

after executing the schedule on a database with items *X* = 1 and *Y* = 2?

(2 marks per schedule)

Ans:

In S1, X=6 and Y=12;

In S2, X=6 and Y=12.

1. Give a serialisable schedule *S*3 for *T*1 and *T*2 that is not serial. Explain why your schedule *S*3 is serialisable. (5 marks)

Ans:

S3: r­1(X); w1(X); r­2(Y); w2(Y); r­2(X); w2(X); r1(Y); w1(Y);

Explanation: S1 and S2 in (a) has the same effect as S3 on every initial database state. Since S1 is a serial schedule, S3 is serializable.

1. Give a schedule *S*4 for *T*1 and *T*2 that is not serialisable. Explain why *S*4 is not serialisable. (5 marks)

Ans:

S4: r­1(X); w1(X); r­2(Y); r1(Y); w1(Y); w2(Y); r­2(X); w2(X);

Explanation:

After executing the schedule S4 on database, X=X+6 but Y=3\*Y. Therefore, it means that S4 does not have the same effect as serial schedules *S*1 or S2. Thus, is not serialisable.

## Question 2 (35 marks)

Consider the following schedules:

* + *S*1 : *r*1(*X* ); *r*2(*X* ); *r*3(*Y* ); *w*1(*X* ); *r*2(*Z*); *r*2(*Y* ); *w*2(*Y* ); *w*1(*Z*)
  + *S*2 : *r*1(*X* ); *r*1(*Y* ); *w*1(*Y* ); *r*3(*Y* ); *r*2(*Y* ); *r*2(*Z*); *w*3(*U* ); *w*2(*Z*); *r*4(*Z*); *r*4(*U* ); *w*4(*U* )
  + *S*3 : *w*3(*X* ); *r*1(*X* ); *w*1(*Y* ); *r*2(*Y* ); *w*2(*Z*); *r*3(*Z*)
  + *S*4 : *r*1(*X* ); *r*4(*X* ); *r*3(*Y* ); *w*4(*Y* ); *r*1(*Y* ); *r*2(*Y* ); *r*3(*X* ); *r*4(*Y* ); *w*1(*X* ); *w*2(*Y* )
  + *S*5 : *r*1(*X* ); *w*1(*Y* ); *r*2(*Y* ); *w*2(*Z*); *r*3(*Z*); *w*3(*X* )

For each of these schedules, answer the following questions:

1. What are the conflicts in the schedule? (2 marks per schedule)

Ans:

Conflict pairs in these schedules:

S1 :*r*2(*X* )-*w*1(*X* ) , *r*3(*Y* )-*w*2(*Y* ) , *r*2(*Z*)- *w*1(*Z*)

*S*2 : *w*1(*Y* )-*r*2(*Y* ) , *w*1(*Y* )-*r*3(*Y* ) , *w*3(*U* )-*w*4(*U* ) , *w*3(*U* )-*r*4(*U* ) , *w*2(*Z*)-*r*4(*Z*)

*S*3 : *w*3(*X* )-*r*1(*X* ) , *w*1(*Y* )-*r*2(*Y* ) , *w*2(*Z*)- *r*3(*Z*)

*S*4 : *r*3(*Y* )-*w*4(*Y* ) , *w*4(*Y* )-*r*1(*Y* ) , *w*4(*Y* )-*r*2(*Y* ) , *w*4(*Y* )- *w*2(*Y* ) , *r*4(*X* )- *w*1(*X* ) , *r*3(*X* )- *w*1(*X* ) , *r*3(*Y* )- *w*2(*Y* ) , *r*1(*Y* )- *w*2(*Y* ) , *r*4(*Y* )-*w*2(*Y* )

*S*5 : *w*1(*Y* )- *r*2(*Y* ) , *w*2(*Z*)-*r*3(*Z*) , *r*1(*X* )-*w*3(*X* )

1. What is the precedence graph of the schedule? (2 marks per schedule)

Ans:

S1 :

T1

T2

T3

*S*2 :

T1

T2

T3

T4

*S*3 :

T1

T2

T3

*S*4 :

T4

T3

T2

T1

*S*5 :

T1

T2

T3

1. Is the schedule conflict-serialisable? Why? If the schedule is conflict-serialisable, give a conflict-equivalent serial schedule. (3 marks per schedule)

Ans:

S1: S1 is conflict-serialisable because it has no cycle in its precedence graph.

conflict-equivalent serial schedule of S1:

*r*3(*Y* ); *r*2(*X* ); *r*2(*Z*); *r*2(*Y* ); *w*2(*Y* ); *r*1(*X* ); *w*1(*X* ); *w*1(*Z*)

S2: S2 is conflict-serialisable because it has no cycle in its precedence graph.

conflict-equivalent serial schedule of S2:

*r*1(*X* ); *r*1(*Y* ); *w*1(*Y* ); *r*2(*Y* ); *r*2(*Z*); *w*2(*Z*); *r*3(*Y* ); *w*3(*U* ); *r*4(*Z*); *r*4(*U* ); *w*4(*U* )

S3: S3 is not conflict-serialisable because it has a cycle in its precedence graph.

S4: S4 is conflict-serialisable because it has no cycle in its precedence graph.

conflict-equivalent serial schedule of S4:

*r*3(*Y* ); *r*3(*X* ); *r*4(*X* ); *w*4(*Y* ); *r*4(*Y* ); *r*1(*X* ); *r*1(*Y* ); *w*1(*X* ); *r*2(*Y* ); *w*2(*Y* )

S5: S5 is conflict-serialisable because it has no cycle in its precedence graph.

conflict-equivalent serial schedule of S5:

*r*1(*X* ); *w*1(*Y* ); *r*2(*Y* ); *w*2(*Z*); *r*3(*Z*); *w*3(*X* )

## Question 3 (15 marks)

For each of the following schedules, determine if the schedule is:

1. Recoverable
2. Cascadeless
3. Strict

**(a)** *S*1 : *r*1(*X* ); *r*2(*X* ); *w*2(*X* ); *w*1(*X*); *a*2*; c*1 (3 marks)

Recoverable

Cascadeless

Not strict

**(b)** *S*2 : *r*1(*X* ); *r*2(*X* ); *w*2(*X* ); *w*1(*X*); *c*2*; c*1 (3 marks)

Recoverable

Cascadeless

Not strict

**(c)** *S*3 : *r*1(*X* ); *w*1(*X* ); *r*2(*X* ); *w*1(*X*); *c*2*; c*1 (3 marks)

Not recoverable

Not cascadeless

Not strict

**(d)** *S*4 : *r*1(*X* ); *w*1(*X* ); *r*2(*X* ); *w*1(*X*); *a*2*; c*1 (3 marks)

Recoverable

Not cascadeless

Not strict

**(e)** *S*5 : *r*1(*X* ); *r*2(*X* ); *w*2(*X* ); *c*2*; w*1(*X*); *c*1*; r*3(*X*); *c*3 (3 marks)

Recoverable

Cascadeless

Strict

## Question 4 (18 marks)

For each of the following sequences of operations, simulate its execution until it finishes or cannot proceed. If the execution cannot proceed, explain why.

For each step, indicate which of the two transactions *T*1 and *T*2 holds which type of lock on *X*

and *Y*.

**Note.** Each schedule spans two lines of text.

**(a)** *S*1 : *sl*1(*X* ); *r*1(*X* ); *ul*1(*Y* ); *r*1(*Y* ); *sl*2(*Y* ); *r*2(*Y* ); *sl*2(*X* ); *r*2(*X* ); *u*2(*X* ); *u*2(*Y* );

*xl*1(*Y* ); *w*1(*Y* ); *u*1(*Y* ); *u*1(*X* ) (6 marks)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Time | T1 | T2 | Lock status | |
| Locks owned by T1 | Locks owned by T2 |
| *1* | *s-lock*(*X*) |  | *s-lock*(*X* ) |  |
| *2* | *read\_item(X)* |  | *s-lock*(*X* ) |  |
| *3* | *u-lock(Y)* |  | *s-lock*(*X* ), *u-lock(Y)* |  |
| *4* | *read\_item(Y)* |  | *s-lock*(*X* ), *u-lock(Y)* |  |
| 5 |  | *s-lock(Y)*  denied | *s-lock*(*X* ), *u-lock(Y)* |  |
| 6 |  | *s-lock*(*X*) | *s-lock*(*X* ), *u-lock(Y)* | *s-lock*(*X*) |
| 7 |  | *read\_item(X)* | *s-lock*(*X* ), *u-lock(Y)* | *s-lock*(*X*) |
| 8 |  | *unlock(X)* | *s-lock*(*X* ), *u-lock(Y)* |  |
| 9 | *x-lock*(*Y*) |  | *s-lock*(*X* ), *u-lock(Y), x-lock*(*Y*) |  |
| 10 | *write\_item(Y)* |  | *s-lock*(*X* ), *u-lock(Y), x-lock*(*Y*) |  |
| 11 | *unlock(Y)* |  | *s-lock*(*X* ) |  |
| 12 |  | *s-lock(Y)* | *s-lock*(*X* ) | *s-lock(Y)* |
| 13 |  | *read\_item(Y)* | *s-lock*(*X* ) | *s-lock(Y)* |
| 14 |  | *unlock(Y)* | *s-lock*(*X* ) |  |
| 15 | *unlock(X)* |  |  |  |

**(b)** *S*2 : *sl*1(*X* ); *r*1(*X* ); *sl*2(*Y* ); *r*2(*Y* ); *ul*1(*Y* ); *r*1(*Y* ); *sl*2(*X* ); *r*2(*X* ); *u*2(*X* ); *u*2(*Y* );

*xl*1(*Y* ); *w*1(*Y* ); *u*1(*Y* ); *u*1(*X* ) (6 marks)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Time | T1 | T2 | Lock status | |
| Locks owned by T1 | Locks owned by T2 |
| *1* | *s-lock*(*X*) |  | *s-lock*(*X* ) |  |
| *2* | *read\_item(X)* |  | *s-lock*(*X* ) |  |
| *3* |  | *s-lock*(*Y*) | *s-lock*(*X* ) | *s-lock*(*Y*) |
| *4* |  | *read\_item(Y)* | *s-lock*(*X* ) | *s-lock*(*Y*) |
| 5 | *u-lock*(*Y*) |  | *s-lock*(*X* ), *u-lock*(*Y*) | *s-lock*(*Y*) |
| 6 | *read\_item(Y)* |  | *s-lock*(*X* ), *u-lock*(*Y*) | *s-lock*(*Y*) |
| 7 |  | *s-lock*(*X*) | *s-lock*(*X* ), *u-lock*(*Y*) | *s-lock*(*Y*), *s-lock*(*X*) |
| 8 |  | *read\_item(X)* | *s-lock*(*X* ), *u-lock*(*Y*) | *s-lock*(*Y*), *s-lock*(*X*) |
| 9 |  | *unlock(X)* | *s-lock*(*X* ), *u-lock*(*Y*) | *s-lock*(*Y*) |
| 10 |  | *unlock(Y)* | *s-lock*(*X* ), *u-lock*(*Y*) |  |
| 11 | *x-lock*(*Y*) |  | *s-lock*(*X* ), *u-lock*(*Y*), *x-lock*(*Y*) |  |
| 12 | *write\_item(Y)* |  | *s-lock*(*X* ), *u-lock*(*Y*), *x-lock*(*Y*) |  |
| 13 | *unlock(Y)* |  | *s-lock*(*X* ) |  |
| 14 | *unlock(X)* |  |  |  |

**(c)** *S*3 : *sl*2(*Y* ); *r*2(*Y* ); *sl*1(*X* ); *r*1(*X* ); *ul*1(*Y* ); *r*1(*Y* ); *xl*1(*Y* ); *w*1(*Y* ); *u*1(*Y* ); *u*1(*X* );

*sl*2(*X* ); *r*2(*X* ); *u*2(*X* ); *u*2(*Y* ) (6 marks)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Time | T1 | T2 | Lock status | |
| Locks owned by T1 | Locks owned by T2 |
| *1* |  | *s-lock*(*Y*) |  | *s-lock*(*Y*) |
| *2* |  | *read\_item(Y)* |  | *s-lock*(*Y*) |
| *3* | *s-lock*(*X*) |  | *s-lock*(*X*) | *s-lock*(*Y*) |
| *4* | *read\_item(X)* |  | *s-lock*(*X*) | *s-lock*(*Y*) |
| 5 | *u-lock*(*Y*) |  | *s-lock*(*X*), *u-lock*(*Y*) | *s-lock*(*Y*) |
| 6 | *read\_item(Y)* |  | *s-lock*(*X*), *u-lock*(*Y*) | *s-lock*(*Y*) |
| 7 | *x-lock*(*Y*)  denied |  | *s-lock*(*X*), *u-lock*(*Y*) | *s-lock*(*Y*) |
| 8 | *unlock(X)* |  | *u-lock*(*Y*) | *s-lock*(*Y*) |
| 9 |  | *s-lock*(*X*) | *u-lock*(*Y*) | *s-lock*(*X*), *s-lock*(*Y*) |
| 10 |  | *read\_item(X)* | *u-lock*(*Y*) | *s-lock*(*X*), *s-lock*(*Y*) |
| 11 |  | *unlock(X)* | *u-lock*(*Y*) | *s-lock*(*Y*) |
| 12 |  | *unlock(Y)* | *u-lock*(*Y*) |  |
| 13 | *x-lock*(*Y*) |  | *u-lock*(*Y*), *x-lock*(*Y*) |  |
| 14 | *write\_item(Y)* |  | *u-lock*(*Y*), *x-lock*(*Y*) |  |
| 15 | *unlock(Y)* |  |  |  |

## Question 5 (10 marks)

For each of the following schedules, determine if the schedule is allowed by 2PL or not and explain your reasons for each schedule.

**Note.** Each schedule spans two lines of text.

**(a)** *S*1: *l*1(*X* ); *r*1(*X* ); *w*1(*X* ); *l*1(*Y* ); *u*1(*X* ); *l*2(*X* ); *r*2(*X* ); *r*1(*X* ); *w*1(*Y* ); *u*1(*Y* ); *l*2(*Y* ); *r*2(*Y* );

*w*2(*X* ); *w*2(*Y* ); *u*2(*X* ); *u*2(*Y* ) (2 marks)

Ans:

*S*1 is allowed by 2PL because in each transaction of *S*1, all lock operations precede all unlocks.

**(b)** *S*2: *l*1(*X* ); *l*1(*Y* ); *r*1(*X* ); *w*1(*X* ); *u*1(*X* ); *l*2(*X* ); *r*2(*X* ); *r*1(*Y* ); *w*1(*Y* ); *u*1(*Y* ); *l*2(*Y* ); *r*2(*Y* );

*w*2(*X* ); *u*2(*X* ); *w*2(*Y* ); *u*2(*Y* ) (2 marks)

Ans:

*S*2 is allowed by 2PL because in each transaction of *S*1, all lock operations precede all unlocks.

**(c)** *S*3: *l*1(*X* ); *r*1(*X* ); *w*1(*X* ); *u*1(*X* ); *l*2(*X* ); *r*2(*X* ); *l*1(*Y* ); *r*1(*Y* ); *w*1(*Y* ); *u*1(*Y* ); *l*2(*Y* ); *r*2(*Y* );

*w*2(*X* ); *w*2(*Y* ); *u*2(*X* ); *u*2(*Y* ) (2 marks)

Ans:

*S*3 is not allowed by 2PL because in transaction T1, *l*1(*Y* ) executes after *u*1(*X* ).

**(d)** *S*4: *l*1(*X* ); *r*1(*X* ); *w*1(*X* ); *u*1(*X* ); *l*1(*Y* ); *r*1(*Y* ); *w*1(*Y* ); *u*1(*Y* ); *l*2(*X* ); *r*2(*X* ); *w*2(*X* ); *u*2(*X* );

*l*2(*Y* ); *r*2(*Y* ); *w*2(*Y* ); *u*2(*Y* ) (2 marks)

Ans:

*S*4 is not allowed by 2PL because in transaction T1, *l*1(*Y* ) executes after *u*1(*X* ).

**(e)** *S*5: *l*1(*X* ); *r*1(*X* ); *w*1(*X* ); *l*1(*Y* ); *u*1(*X* ); *r*1(*Y* ); *w*1(*Y* ); *u*1(*Y* ); *l*2(*X* ); *r*2(*X* ); *w*2(*X* ); *l*2(*Y* );

*u*2(*X* ); *r*2(*Y* ); *w*2(*Y* ); *u*2(*Y* ) (2 marks)

Ans:

*S*5 is allowed by 2PL because in each transaction of *S*1, all lock operations precede all unlocks.

## Question 6 (6 marks)

Examine the schedule given below. There are three transactions, *T*1, *T*2 and *T*3. Again, assume that the transactions use shared buffers.

Initially, the value of *X* = 1 and *Y* = 2. The assignments happen within the local memory space of the transactions and the effects of these assignments are not reflected in the database until the commit operation.

Assume that the undo/redo algorithm with simple checkpoints is used and that the log records up to now are on disk.

Determine what recovery is needed for each of the transactions *T*1, *T*2 and *T*3 if the system crashes with immediate effect at time *t* = 13 (at the end of line 13 but before the start of line 14).

(2 marks per transaction)

|  |  |  |  |
| --- | --- | --- | --- |
| **Time (*t*)** | **Transaction *T*1** | **Transaction *T*2** | **Transaction *T*3** |
| 0 |  |  | Start\_transaction |
| 1 |  |  | read\_item (*Y* ) |
| 2 |  |  | *Y* := *Y* + 1 |
| 3 | Start\_transaction |  |  |
| 4 | read\_item (*X* ) |  |  |
| 5 | *X* := *X* + 1 |  |  |
| 6 |  |  | write\_item (*Y* ) |
| 7 |  |  | commit |
| 8 |  | Start\_transaction |  |
| 9 |  | read\_item (*Y* ) |  |
| 10 |  | read\_item (*X* ) |  |
| 11 |  | *Y* := *Y* + *X* |  |
| 12 |  | write\_item (*Y* ) |  |
| 13 |  | commit |  |
| 14 | read\_item (*Y* ) |  |  |
| 15 | *Y* := *Y* + *X* |  |  |
| 16 | write\_item (*X* ) |  |  |
| 17 | checkpoint | | |
| 18 | commit |  |  |

Ans:

|  |
| --- |
| Log record on the disk: |
| <START T3> |
| <START T1> |
| <T3, Y, 2, 3> |
| <COMMIT T3> |
| <START T2> |
| <T2, Y, 3, 4> |
| <COMMIT T2> |

The recovery manager processes the log in reverse order:

|  |  |  |
| --- | --- | --- |
| Step | Current log record | Recovery manager’s action |
| 1 | <COMMIT T2> | Remember for later steps that T2 has finished. |
| 2 | <T2, Y, 3, 4> | Do nothing, because T2 has finished. |
| 3 | <START T2> | Do nothing. |
| 4 | <COMMIT T3> | Remember for later steps that T3 has finished. |
| 5 | <T3, Y, 2, 3> | Do nothing, because T3 has finished. |
| 6 | <START T1> | Undo T1. |
| 7 | <START T3> | Do nothing. |

|  |
| --- |
| The final log on disk looks like this: |
| <START T3> |
| <START T1> |
| <T3, Y, 2, 3> |
| <COMMIT T3> |
| <START T2> |
| <T2, Y, 3, 4> |
| <COMMIT T2> |
| <ABORT T1> |

Conclusion:

T1: There is need to apply undo/redo recovery.

T2: There is no need to apply undo/redo recovery.

T3: There is no need to apply undo/redo recovery.