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Numerical data can be discrete or continuous.

Categorical data can be dichotomous (attribute), nominal or ordinal.

Data can be presented either in tabular form (using a frequency table, a cumulative frequency table or a stem and leaf diagram) or in graphical form (using a lineplot, a dotplot, a boxplot, a bar chart or a histogram).

The location of a data set can be summarised using the mean, the median or the mode.

The spread of a data set can be summarised using the standard deviation, the range or the interquartile range.

The variance measures the spread squared.

Third moments can be used to summarise the skewness (ie the degree of asymmetry) of a data set.
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***Chapter*** ***1*** ***Formulae***

***Measures*** ***of*** ***Location***

n

x = x or

1

i

i=1

x = Âfixi i

M =(1 n+ 1)th value

2 2

***Measures*** ***of*** ***Spread***

R = max(xi)-min(xi)

i

i

IQR =Q3 -Q ,

1

alternatively

Q3 =(4 n+ 2)th value

Q3 =(3 n+ 3)th value

4 4

Q =(1 n+ 1)th value

Q =(1 n+ 1)th value

1

4 4

s2 = 1 Â(x - x)2 = 1 ÍÂx 2 -nx2˙ i=1 Îi=1 ˚

or Âfi -1Âfi(xi - x)2 = Âfi -1ÈÂfixi2 -nx2˘

Î ˚

***Measures*** ***of*** ***Skewness***

n

skewness = 1Â(xi - x)3 i=1

coeff of skew = skewness

n

where s2 = 1 n (xi - x)2 i=1

n

***Sample*** ***Moments***

n kth moment = x

1

i=1

kth moment about a = 1 n (xi -a)k i=1

kth central moment = 1 n (xi - x)k i=1
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A set is a collection of objects, called elements. A is a subset of B, written AÃ B, if all the elements in A are contained in B. The complement of A, written A¢, is the set of all the elements not in A. The empty set is denoted ∆.

The union of A and B, written A»B, is the set of all elements in A or B or both. The intersection of A and B, written A«B, is the set of all elements in A and B.

Venn diagrams are used to represent sets and the relationships between them.

A sample space, S, is the set of all the possible outcomes from an experiment. An event is anything we might wish to observe from our experiment.

Probabilities are a numerical way of describing how likely an event is to happen. A formula for equally likely elements is given overleaf. Probabilities lie between 0 (impossible) and 1 (certain).

We can use the addition rule and the multiplication rule (see overleaf) to calculate probabilities. Tree diagrams are a helpful way of working out probabilities.

The conditional probabilities of A occurring given that B has already occurred is written P(A| B). The formula is given overleaf.

Events A and B are mutually exclusive if A«B =∆. Events A and B independent if P(A| B) = P(A).

E ,…,En is a partition of S if the Ei ’s are mutually exclusive and together make up the whole set S.

1

Bayes’ Theorem (see overleaf) allows us to ‘turnaround’ conditional probabilities, ie calculate P(Ei | A) given only information about P(A| Ei).
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***Chapter*** ***2*** ***Formulae***

***Probabilities***

For equally likely elements:

number of elements in A number of elements in S

P(A) =

***Addition*** ***rule***

P(A» B) = P(A) + P(B) - P(A« B)

For mutually exclusive events A« B = ∆

P(A» B) = P(A) + P(B)

***Multiplication*** ***rule***

P(A« B) = P(A)P(B| A) or P(B)P(A| B)

For independent events P(A| B) = P(A) and P(B| A) = P(B), so:

P(A« B) = P(A)P(B)

***Conditional*** ***probabilities***

P(A| B) = P(A B B)

***Bayes’*** ***Theorem***

For a partition Ei, i =1,2,…,n

P(Ei | A) = P(Ei)P(A| Ei) , ÂP(Ej)P(A| Ej)

j=1
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Random variables are used to model features of a population using probabilities.

A discrete random variable has a probability function (PF), P(X = x). This defines how the probability is split between the values the variable can take. The PF satisfies:

ÂP(X = x) =1 and P(X = x)≥0 x

A continuous random variable has a probability density function (PDF), fX (x). The PDF satisfies:

Ú fX (x) dx =1 and fX (x) ≥ 0 x

We can use the PDF to find probabilities as follows:

b

P(a < X <b) = Ú fX (x) dx. a

The cumulative distribution function (CDF), for both discrete and continuous random variables is given by:

FX (x) = P(X £ x)

For continuous random variables FX (x) = fX (x).

¢

Using formulae given overleaf, we can calculate the:

· mean m

· variance s2 · skewness m3

and other central and non-central moments of a random variable.
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***Chapter*** ***3*** ***Formulae***

***Population*** ***Mean*** ***(Expectation)***

m = E(X) =ÂxP(X = x) or x

•

Ú xfX (x) dx -•

E[g(X)]=Âg(x)P(X = x) or x

•

Ú g(x)fX (x) dx -•

***Population*** ***Variance***

s2 = var(X) = E[(X - m)2]= E(X2)-E2(X)

***Population*** ***Skewness***

m3 = skew(X) = E[(X - m)3]= E[X3]-3mE[X2]+2m3 coefficient of skewness = m3

s

***Population*** ***Moments***

kth moment = E[Xk ]

kth moment about c = E[(X -c)k] kth central moment = E[(X - m)k ]

***Population*** ***median*** ***and*** ***IQR***

m such that P(X < m) = 0.5

IQR = q3 -q where P(X < q ) = 0.25 and P(X < q3) = 0.75

1 1

***Linear*** ***Functions*** ***of*** ***X***

E[aX +b]= aE[X]+b var[aX +b]= a2 var[X]

***Functions*** ***of*** ***a*** ***Random*** ***Variable***

Y =u(X) ﬁ fY (y) = fX Èu-1(y)˘

Î ˚

|  |
| --- |
| du-1(y) |
| dy |
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Standard discrete distributions covered in this course are the discrete uniform, Bernoulli, binomial, geometric, negative binomial, hypergeometric and Poisson.

Waiting times between events in a Poi(l) distribution have a Exp(l) distribution.

Standard continuous distributions covered in this course are the continuous uniform, gamma, exponential, chi-square, normal, lognormal, beta, t and F.

The geometric and exponential distributions have the “memoryless” property:

P(X > x + n| X > n) = P(X > x)

The properties of the distributions are summarised overleaf.

The t-distribution with k degrees of freedom is defined as:

tk ∫ N(0,1) k

The F-distribution with m, n degrees of freedom is defined as:

Fm,n = cm m n

2

c

The Poisson process counts events occurring up to and including time t:

N(t) ~ Poi(lt)

It can be derived by considering events occurring in a small time interval h.

The waiting time between events in a Poisson process has an exponential distribution.

Random variables can be simulated by using the inverse transform method. First we take a random number, u, from U(0,1) then we set:

continuous

discrete

x = F-1(u)

x = xj where F(xj-1) <u £ F(xj)
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Generating functions are used to make finding moments of distributions easier.

The probability generating function (PGF) of a counting random variable is defined to be:

GX (t) = EÈtX ˘

Î ˚

The series expansion for PGFs is:

GX (t) = P(X = 0)+tP(X =1)+t2P(X = 2)+t3P(X = 3)+!

The moment generating function (MGF) of a random variable is defined to be:

MX (t) = EÈetX ˘

Î ˚

The series expansion for MGFs:

2 3

MX (t) =1+tE(X)+ 2!E(X )+ 3!E(X )+!

The cumulant generating function (CGF) of a random variable is defined to be:

CX (t) = lnMX (t)

Moments of a random variable can be found from its PGF, MGF or CGF using the formulae listed overleaf.

The uniqueness property means that if two variables have the same PGF, MGF or CGF then they have the same distribution.

If Y = a +bX , then:

GY (t) = taGX (tb), MY (t) = eatMX (bt) and CY (t) = at +CX (bt)
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***Chapter*** ***5*** ***Formulae***

***Probability*** ***Generating*** ***Functions***

GX (t) = E(tX )=ÂtxP(X = x) x

E(X) = G¢ (1)

X

var(X) = G¢¢(1)+G¢ (1)-(G¢ (1))2

X X X

GX (t) = P(X = 0)+tP(X =1)+t2P(X = 2)+t3P(X = 3)+!

***Moment*** ***Generating*** ***Functions***

MX (t) = E(etX )= ÂetxP(X = x) or x

Úetx f (x) dx x

E(X) = M¢ (0)

X

var(X) = M¢¢(0)-(M¢ (0))2

X X

2 3

MX (t) =1+tE(X)+ 2!E(X )+ 3!E(X )+!

***Cumulant*** ***Generating*** ***Functions***

CX (t) = lnMX (t)

E(X) = CX (0)

¢

var(X) =C¢¢(0)

X

skew(X) =C¢¢¢(0)

X

***Linear*** ***Transformations***

Y = aX +b ﬁ MY (t) = ebtMX (at)
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Two discrete random variables X and Y have joint probability function (PF), P(X = x,Y = y). This defines how the probability is split between the different

combinations of the variables. The joint PF satisfies:

ÂÂP(X = x,Y = y) =1 and P(X = x,Y = y) ≥0 x y

Two continuous random variables X and Y have joint probability density function (PDF), fX,Y (x,y). The joint PDF satisfies:

ÚÚ fX,Y (x,y) dx dy =1 and fX,Y (x,y)≥ 0 x y

We can use the joint PDF to find probabilities as follows:

y2 x2

P(x < X < x2,y <Y < y2) = Ú Ú f (x,y) dx dy y x

1 1

1 1

The joint distribution function, for both discrete and continuous random variables is given by:

F(x,y) = P(X < x,Y < y)

2

For continuous random variables f (x,y) = ∂x∂ y F(x,y).

Using the formulae overleaf, we can calculate the:

· Marginal distributions, eg P(X = x) or fX (x)

· Conditional distributions, eg P(X = x|Y = y) or fX|Y=y(x| y) · Expectation of any function, E[g(X,Y)]

· Covariance, cov(X,Y)

· Correlation coefficient, r(X,Y) = corr(X,Y)
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The random variables X and Y are uncorrelated if and only if:

corr(X,Y) = 0 ¤ cov(X,Y) = 0 ¤ E(XY) = E(X)E(Y)

The random variables X and Y are independent if, and only if:

P(X = x,Y = y) = P(X = x)P(Y = y)

fX,Y (x,y) = fX (x)fY (y)

Independent random variables are always uncorrelated. Uncorrelated random variables are not necessarily independent.

There are rules connecting sums and products of expectations and sums of variances.

The convolution of the marginal probability (density) functions of X and Y is the probability (density) function of Z = X +Y . P(Z = z) or fZ (z) is given using the formulae on the formulae sheet. The convolution is written fZ = fX \* fY .

Sums of independent random variables make other random variables. The full list is given on the formulae sheet.
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***Marginal*** ***probability*** ***(density)*** ***function***

P(X = x) = ∑P(X = x,Y = y) y

fX (x) = ∫ fX,Y (x,y) dy y

***Conditional*** ***probability*** ***(density)*** ***function***

P(X = x|Y = y) = P(X (Yx,Y ) y)

fX|Y=y(x,y) = fX,Y (x,y) Y

***Expectation***

E[g(X,Y)]= ∑∑g(x,y)P(X = x,Y = y) or x y

∫∫g(x,y)fX,Y (x,y) dxdy y x

***Covariance***

cov(X,Y) = E(X − E(X))(Y − E(Y)) = E(XY)− E(X)E(Y)

 

***Correlation***

corr(X,Y) = r(X,Y) =

cov(X,Y)

var(X)var(Y)

***Sums*** ***and*** ***products*** ***of*** ***moments***

E(X +Y) = E(X)+ E(Y)

E(XY) = E(X)E(Y)+Cov(X,Y)

= E(X)E(Y) if X,Y independent

The above are also true for functions g(X) and h(Y) of the random variables.

var(X +Y) = var(X)+ var(Y)+ 2cov(X,Y) = var(X)+ var(Y)
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***Convolutions***

fZ = fX \* fY = ∑P(X = x)P(Y = z − x) or x

***Linear*** ***Combinations***

∫ fX (x)fY (z − x) dx x

For independent random variables X1,…,Xn :

E(c X1 +!+ cnXn)= c E(X1)+!+ cnE(Xn) var(c X1 +!+ cnXn)= c2 var(X1)+!+ c2 var(Xn)

1 1

2

1 1

***Linear*** ***Combinations*** ***of*** ***PGFs*** ***and*** ***MGFs***

For independent random variables X1,…,Xn :

Y = X1 +!+ Xn ⇒

⇒

GY (s) = GX1 (s)…GXn (s) =[GX (s)]n

MY (t) = MX1 (t)…MXn (t)

=[MX (t)]n

Xi's identical

Xi's identical

***Linear*** ***Combinations*** ***of*** ***random*** ***variables***

For independent distributions:

“Bernoulli(p)+!+ Bernoulli(p) ~ Bin(n, p)” “Bin(n,q)+ Bin(m,q) ~ Bin(n+ m,q)”

“Geo(p)+!+Geo(p) ~ NBin(k, p)” “NBin(k,q)+ NBin(m,q) ~ NBin(k + m,q)”

“Exp(l)+!+ Exp(l) ~ Ga(a,l)” “Ga(a,l)+Ga(d,l) ~ Ga( +d,l)”

a

“cm + cn ~ cm+n”

2 2 2

“Poi(l)+ Poi(µ) ~ Poi(l + µ)”

“N(µ1,s1 )± N(µ2,s2) ~ N(µ1 ± µ2,s1 +s2)”

2 2 2 2

Please note that some of the notation used for the linear combinations of random variables is non-standard and is used simply to convey the results in a concise format.
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E(Y | X) is the mean of the conditional distribution of Y given X (which was defined in Chapter 6). The formulae for discrete and continuous distributions are given overleaf.

var(Y | X) is the variance of the conditional distribution of Y given X, it is given by:

var(Y | X) = E(Y2 | X)− E2(Y | X)

The unconditional mean and variance can be found from the conditional mean and variance using the formulae given overleaf and on page 16 of the Tables.

A quantity that is the sum of a random number of random quantities has a compound distribution:

S = X1 +!+ XN

We can find the mean, variance and MGF of a compound distribution using the formulae given overleaf.

We can find the skewness using the CGF.
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**�**

***Chapter*** ***7*** ***Formulae***

***Conditional*** ***Expectation***

E[Y | X = x]= i yiP[Y = yi | X = x]= i yi P[YP[ yi,X ] x]

∑ ∑

E[Y | X = x]= ∫y f (y| x) dy = ∫y f (x,y) dy y y

***Conditional*** ***Variance***

var[Y | X = x]= E[Y2 | X = x]− E2[Y | X = x]

***Relationships*** ***between*** ***unconditional*** ***and*** ***conditional*** ***moments***

E[Y]= E[E(Y | X)]

var[Y]= E[Var(Y | X)]+ var[E(Y | X)]

***Compound*** ***Distributions***

E(S) = E(N)E(X)

var(S) = E(N)Var(X)+ var(N)E2(X)

MS(t) = MN{logMX (t)}
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***The*** ***Central*** ***Limit*** ***Theorem***

For X1,…,Xn iid RV’s with mean m and variance s2:

ÂXi ~ N(nm,ns2) ﬁ

X ~ NÊm,s2 ˆ ﬁ Ë ¯

ÂXi -nm ~ N(0,1) as nÆ • ns

X - m ~ N(0,1) as nÆ • s n

***Normal*** ***Approximations***

Bin(n, p) ~ N(np,npq)

Poi(l) ~ N(l,l)

Ga(a,l) ~ N(a , a ) c2 ~ N(k,2k)

l

k

The Actuarial Education Company

np >5, nq >5¸

with continuity correction l large ˛

a large

k large
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**�**

***Chapter*** ***9*** ***Formulae***

***Moments*** ***of*** ***Statistics***

2 E(X) = µ Var(X) = n

E(S2) =s2 any distribution

var(S2) = ns 1 normal distribution only

4

***t-distribution***

tk º N(0,1) k

***F-distribution***

Fm,n º cm m n

2

***Sampling*** ***Distributions***

2

X ~ Nµ,  any distribution large n (or normal anyn)  

⇒

⇒

X − µ ~ N(0,1)

X − µ

~

t

S n n−1

s2 known

s2 unknown

(n−1)S2

s2 n−1

~

2 2

1 1 ~ n −1,n2 −1

F

1

2 2
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We have covered two methods here for estimating parameters.

The method of moments technique equates the population moments to the sample moments using the formulae detailed overleaf.

The method of maximum likelihood:

n

’

· find the likelihood L( ) = f (xi;q) i=1

q

· log L

· find q that solves ∂ lnL( ) = 0

q

2

· check for maximum ∂q2 lnL( ) < 0.

q

If the range of the distribution is a function of the parameter the maximum must be found from first principles.

Three properties of estimators are bias, mean square error (MSE) and consistency:

The bias of an estimator is given by E[g(X)]−q where g(X) is the estimator.

g(X) is an unbiased estimator of q if E[g(X)]= q .

The mean square error of an estimator is given by E[(g(X)−q)2] where g(X) is the estimator. An easier formula is var[g(X)]+bias2[g(X)]. An estimator is consistent if

MSE Æ 0 as nÆ •, where n is the size of the sample.

A good estimator has a small MSE, is unbiased and consistent.

The Cramér-Rao lower bound gives a lower bound for the variance of an unbiased estimator. It can be found using the formulae overleaf. It can be used to obtain confidence intervals.

The value of the CRLB depends on the parameter you are estimating. To use this formula, the likelihood must be expressed in terms of the correct parameter.
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***Chapter*** ***10*** ***Formulae***

***Method*** ***of*** ***Moments***

1 parameter

2 parameters

n E(X) = Xi

i=1

E(X) = 1 n Xi i=1

E(X2) = 1 n X2

i

i=1

or var(X) = 1 n (Xi - X)2 i=1

alternatively E(X) = 1 n Xi i=1

var(X) = S2 = 1 n (Xi - X)2 i=1

***Method*** ***of*** ***Maximum*** ***Likelihood***

n

’

L( ) = f (xi;q) i=1

q

q that solves ∂ lnL( ) = 0

q

***Bias***

bias[g(X)]= E[g(X)]-q

***Mean*** ***Square*** ***Error***

MSE[g(X)]= E[(g(X)-q)2]= var[g(X)]+bias2[g(X)]

***Cramér-Rao*** ***Lower*** ***Bound***

CRLB( ) = - 2 1

q

EÍ lnL( ,X)˙ Î ˚

***Asymptotic*** ***Distribution*** ***of*** ***MLE***

ˆ ~ N( ,CRLB)

q

q
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ˆ

***Chapter*** ***11*** ***Formulae***

***One*** ***sample*** ***normal*** ***distribution***

X − µ0 ~ N(0,1) s2 known

X − µ

s n n−1

~

t

s2 unknown

(n−1)S2

~

s2 n−1

0

***Two*** ***sample*** ***normal*** ***distribution***

(X1 − X2)−(µ1 − µ2) ~ N(0,1) s1 1 +s2 n2

s2 known

(X1 − X2)−(µ1 − µ2)

t

~

sp 1 n +1 n2 n +n2 −2

1

s2 unknown

2 2

1 1 ~ n −1,n2 −1

F

1

2 2

***One*** ***sample*** ***binomial***

ˆpq n ~ N(0,1) or X nˆnp ~ N(0,1)

***Two*** ***sample*** ***binomial***

(p − pˆ1 −(p − p2) ~ N(0,1) 1 n2

where p = x , p2 = x2 1 2

***One*** ***sample*** ***Poisson***

l −l ~ N(0,1) or l n

∑X − nl ~ N(0,1) nl

***Two*** ***sample*** ***Poisson***

( 1 − ˆ2)−( 1 −l2) ~ N(0,1) l l2

1 n2

where 1 = X1, ˆ2 = X2

l
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Statistical tests can be used to test assertions about populations.

The process of statistical testing involves setting up a null hypothesis and an alternative hypothesis, calculating a test statistic and using this to determine a p-value.

The probability of a Type I error is the probability of rejecting H0 when it is true. This is also called the size (or level) of the test. The probability of a Type II error is the probability of accepting H0 when it is false. The power of a test is the probability of rejecting H0 when it is false.

The “best” test can be found using the likelihood ratio criterion. This leads to the tests detailed on the formulae summary sheet.

The test for two normal means (unknown variances) requires that the variances are the same and uses the pooled sample variance:

sp = (n1 −1)s1 + (n2 −1)s2 1 2

2 2

2

c2 tests can be carried out to test for goodness of fit or to test whether two factors are independent (using contingency tables).

The statistic is ∑(O − Ei )2 . i

To find the number of degrees of freedom for the goodness of fit test, take the number of cells, subtract 1 if the total of the observed figures has been used in the calculation of the expected numbers (which is usually the case), and then subtract the number of parameters estimated.

To find the number of degrees of freedom for a contingency table calculate (r −1)(c−1). If the expected numbers in some cells are small, these should be

grouped. One degree of freedom is lost for each cell that is “lost”.
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=

n

l

=

1

***Chapter*** ***12*** ***Formulae***

***One*** ***sample*** ***normal*** ***distribution***

X − µ0 ~ N(0,1) s2 known

X − µ

s n n−1

t

~

s2 unknown

(n−1)S2

~

s0 n−1

***Two*** ***sample*** ***normal*** ***distribution***

(X1 − X2)−(µ1 − µ2) ~ N(0,1) s1 1 +s2 n2

s2 known

(X1 − X2)−(µ1 − µ2)

t

~

sp 1 n +1 n2 n +n2 −2

1

s2 unknown

2 2

1 1 ~ n −1,n2 −1

F

1

2 2

***One*** ***sample*** ***binomial***

p0q00n ~ N(0,1) or Xnpnp0 ~ N(0,1) with continuity correction

***Two*** ***sample*** ***binomial***

( ˆ1 − pˆ ˆ−( ˆ ˆ− p2) ~ N(0,1)

1 n2

x + x2 n +n2

1

is the overall sample proportion

***One*** ***sample*** ***Poisson***

X −l0 ~ N(0,1) or

0

∑X − nl0 ~ N(0,1) with continuity correction 0

***Two*** ***sample*** ***Poisson***

( 1 − ˆ2)−( 1 −l2) ~ N(0,1) l l

1 n2

ˆ 1 1 +n2 ˆ2 n +n2

is the overall sample mean
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A regression model, such as the simple linear regression model, can be used to model the response when an explanatory variable operates at a given level, or to model bivariate data points.

The sample correlation coefficient, r, measures the strength of the linear relationship between x and y. The formula is given overleaf and on page 25 of the Tables.

We can carry out hypothesis tests on the population correlation coefficient, r , using the t result or the Fisher-Z test. Both of these results are given overleaf and on page 25 of the Tables.

The linear regression model is given by:

i = a + b xi + ei where e ~ N(0,s2)

Y

i

The parameters a,b and s2 can be estimated using the formulae overleaf and on page 24 of the Tables.

Confidence intervals can be obtained for b and the predicted individual (or mean) response y using the formulae given overleaf and on pages 24 and 25 of the Tables.

The fit of the linear regression model can be analysed by:

Partitioning the total variance, SSTOT , into that which is explained by the model, SSREG, and that which is not, SSRES . The coefficient of determination, R2 , gives the percentage of this variance which is explained by the model. The formula is given

overleaf but not in the Tables.

Examining the residuals, e = yi - yi . We would expect them to be normally distributed about zero and to have no relationship with the x values. Both of these can be examined using diagrams.

The Actuarial Education Company © IFE: 2009 Examinations

Page 48 CT3-13: Correlation and regression![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE4AAABRCAYAAAB8KpBTAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAAHsIAAB7CAW7QdT4AAATxSURBVHhe7ZYLbuMwDER7/wP2HnuCLoemCJIeObbjOP4N8JBIFH+DdLE/j2brz3g0U82wx7SZqoY95r1QNQx6TJtQNKyaNDbt9/f3766YBVAy7N+/f38A30V6P8qJhe6Era+mGG5YME4hefc0TtZOVMOiaaDkDoqXV8dWdkOYYY32plPj+sbZmpCbYYz+NBuIifRdt14NXAVbD1IDCpB+7xjn77p1a+Ds2FpQNKAB+fmFadP1WfCs2EpQMoDBTAPxzWQPFjwjtg6UlseFfaa7NaYB5KpY8GzYKmnxHsywRnzH+gCJDWLBs2ArQGlpXNhnuuuZZED+nfUDiKlY8AzY+FBbdopqGlTfOKxfQ+KDWPDo2Ohp2Q6qaFowr77T76xfZHgqYsEjY2O3hadQMdOAhfUt69NjSBOx4FGRcRkQu+uaBuyJfrJePTQLYsEjIqMyIHY3aRqQJ/6e9euB9yoWPBoy5hxczKiIPfM81rMH3qtY8EjIiHNwMaMi9sxzWc8pNBtiwaMg41UgdvfSsIY8Tbms7xTIUbHgEZDRKhC7W2IalPJZ7ymQo2LBbyNjVSB2N9s0IM9TPuv9CuSpWPCbyEgViN29Y5rWYP1fgTwVC34LGacCsbtFpgFJSTVY/zkgV8WC30BGqUDs7mumAeSrWHBvZIwKxO4WmwYkLdVhM8wF+SoW3BMZoQKxu6+bBlBDxYJ7Ie0rELs7hGkAdVQsuAfSugKN7pghc0CuKNVicywFdVQs+GmkbQUa3TFD5oBckddiM6xFK0Ms+EmkZQUa3TFD5lJrsTnWgnoqFvwU1jItZZ/pjpkxl1qLzfEOqKliwU9g7dJS9pnumBkVvO3dR9gc7yJ1B7HgJ5BWEWh0x8yolJx2B6V7NsMWoJGKBbdG2lSgdK4GMfBOFPMobIatkPqDWHBLrE1cDEpnZhIDb0Up1z79zGbYEvRQseBWWIu0mH36mRnUA+9Fns96fhqdAGLBLbDyvqSeypmZMwVyRF6D9f00OgHEgu9ipX1BPZUzM+YVyBNpDdZ3D4YRRCz4DlYW0gUJS/9Nq9I6rPceDCOIWPAdrKwuZ0D+nRkUwZuglpdgffdC+g9iwbVYybgklM7MLICYKb4fwfruicwwiAXXYiXTooGRabgLqu8jKtZzb2yU7YaxcnHZSDINZ1N9F3Gxft/CRtpmKCtVl/bvxLQWqxzKJAZmVLHgUqxUNMC5imENzKpiwSVYGTfAPvX7K8NYvaMjcw9iwblYCaiZAemnmUZhtc6CzD+IBediJZIpL35lp/mT7IEdVCw4F0l32r9lnV/a6Q1rYBcVC87B0t2czi9NxfLPiq20bilLdYPuYhqwtVYbNzJINLpjuWfHVlu+nKVVk+r5kqYBW2/ZgpZSTarny5oGbMX5S9rzalI9X9o0YGvOW9SeVpPiWe9Y7tXAnioWjNizaBC7U7H8q2GrTi9rT6JB7D+4tzCsgX1VLNiQcKL3/zWWe1Wwr4oFgYSSOdDdf20AO6s6wWRO+IQ8xnKvjjoAdQJuzgS3+7UB7K3qBKJBDcjPNe8uqAsQuXRzApCfY87dUCcgcukGGZCf4/s7om5A5NJN0lM+pyJ3BIaoRhfFqEZMvjPixaBykcwKpF/mnYEXqnIRzWo8pgXgR1U1jD56NNZj2ko9pq1QNO0xboEe01bqMe3RHvr5+Q9aK5XwZtLxFAAAAABJRU5ErkJggg==)

b

=

m

***Chapter*** ***13*** ***Formulae***

***Correlation***

r =

Sxy

SxxSyy

H0 :r = 0

otherwise

r n-2

1-r2 n-2

~ t

1ln1+r ~ N Ê1ln1+ r ,n-3ˆ

***Regression***

ˆ Sxy Sxx

and a = y -b x

ˆ

ˆ

s2 = 1 Â(yi - yi)2 = 1 ÊSyy - Sxy ˆ xx

2

ˆ

b -b

ˆ

~

t

2 n-2 xx

ˆ0 - m0 ~t Ê1 (x0 - x)2 ˆ 2

Ën Sxx ¯

and y0 - y0 ~t Ê1+ 1 + (x0 - x)2 ˆ ˆ2

ˆ

Ë xx ¯

***Fit*** ***of*** ***Model***

SSTOT = SSRES +SSREG

2 SSREG Sxy SSTOT SxxSyy

2

R

e = yi - yi
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Analysis of variance (ANOVA) is testing for a difference between treatment means. The model is:

ij = m +ti + ij

Y

e

where ej ’s are independent and identically distributed N(0,s2).

i

The parameters m (total mean), ti (treatment effect) and s2 can be estimated using the formulae overleaf. The variance estimate is given on page 26 of the Tables.

The total variance (SST ) is split into variance within each treatment (SSR) and variance between treatment means (SSB):

SST = SSR + SSB

These can be calculated using the formulae given overleaf and on page 26 of the Tables.

The significance of the variance between treatment means (SSB) is established using the F test given overleaf and on page 26 of the Tables.

Residuals can be plotted to check the adequacy of the model – ie the normality and equality of variances assumptions.

Confidence intervals for means should use the results of Chapter 11, but with the variance estimate ˆ2 instead.

s

If it is found under ANOVA that the treatment means are not the same, we can analyse them further using the least significant difference approach. This is essentially testing each of the pairs of treatments to see if they have the same mean or not. The results of this can be shown on a diagram like the one below:

y2i < y3i < 1i < y4i

The Actuarial Education Company © IFE: 2009 Examinations

Page 34 CT3-14 Analysis of variance **�![](data:image/png;base64,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)**
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***Chapter*** ***14*** ***Formulae***

***Parameter*** ***Estimates***

ˆ = yii = 1ÂÂyij i j

m

ti = yii - yii = 1 Âyij - 1ÂÂyij i j i j

ˆ

ˆ2 = n 1 k SSR

s

***Sum*** ***of*** ***Squares***

SST = ÂÂyij - yii

2

2

2 2 SSB = ii - ii

i

SSR = SST - SSB

***Statistical*** ***Test***

SSB k -1

SS

n-k k-1,n-k

~

F
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