# TNNA（基于张量图结构的元胞自动机）

## 简介

通过图结构与元胞自动机机制，构建具有自适应及自调整型的神经网络结构。

以元胞作为基本框架（通常以核函数（可用户指定）函数作为运算方式），通过拓扑链接（通常以传递函数（比如，加权函数）作为运算行署）形成元胞邻域，进而构建出混合型张量流传递图结构（包括树状结构与环状结构），最终可以实现功能型网络结构及状态机型网络结构，而具有：

数据->信息->识别->判断->信息->控制

的功能。

一般情况下，我们将核函数定义为数据流在一个元胞结构中将传入度数据转换为传出度数据的过程，而核函数的传入参数与传出参数（即多值多映射）是这个元胞结构中传入度数据与传出度数据；传递函数一般是单参单值函数，主要进行缩放平移、激活或转换，接受数据流上一个元胞的某个传出度的值，转换为数据流下一个元胞的某个传入度的值。由此，核函数及传递函数构成的了一个数据流的图结构。

与此同时，每个元胞可能是数据输入端口，也可能是数据输出端口。

#include<iostream>  
int main(){   
 return 0;  
}

t=1:50;  
x=sin(t./50);  
plot(t,x);

for awk, let is .

## 结构

### 传递结构

一般为具有偏差性的线性变换函数,也可以作为pool或是延展运算来改变数据接口形状.

### 应变结构

应该变结构一般是具有激活函数（非线性函数）的多参函数,但是在网拓扑结构变化时,数据接口形状,数据数目或是数据类型发生改变,都需要多参函数的调节与一一对应.

## 设计

通过多线程控制各个不同的神经元/节点,然后通过其与上下节点的关联来实现信息的传递过程.

## 封装

## 结论