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# **INTRODUCCIÓN**

Es importante hablar primeramente de los desafíos que implica implementar un procesador natural de lenguaje (NLP) por sus siglas en inglés.

**Dificultades del procesamiento del lenguaje natural**

El procesamiento del lenguaje natural (PLN) es un campo de estudio que se ocupa de la interacción entre las computadoras y el lenguaje humano. Aunque avances significativos se han logrado en esta área, todavía existen desafíos importantes en el procesamiento del lenguaje natural en España.

**Ambigüedad:** El lenguaje humano es inherentemente ambiguo y puede tener múltiples interpretaciones. Esto dificulta la tarea de las máquinas para comprender adecuadamente el significado de las palabras y las oraciones.

**Contexto cultural y regional:** El procesamiento del lenguaje natural en español tiene sus propios desafíos debido a las diferencias culturales y regionales. Las variaciones en el uso del lenguaje, la jerga local y las expresiones idiomáticas complican el desarrollo de modelos de PLN que sean precisos y efectivos en el contexto español.

**Variedad de dialectos:** El español se habla en muchos países, y cada uno tiene sus propias variaciones y dialectos. La comprensión y generación de texto en diferentes dialectos puede ser difícil para los sistemas de PLN, ya que necesitan estar entrenados en esos dialectos específicos.

**Datos insuficientes:** Aunque el español es uno de los idiomas más hablados del mundo, la disponibilidad de datos etiquetados y corpus de entrenamiento para el PLN en español es limitada en comparación con otros idiomas como el inglés. La falta de datos suficientes puede afectar el rendimiento y la precisión de los modelos de PLN en español.

# **TOKENIZADOR MÍNIMO DE PROCESAMIENTO DE LENGUAJE NATURAL**

En el desarrollo de un tokenizador mínimo para procesamiento de lenguaje natural (MNLPTK) destinado a la evaluación de llamadas telefónicas, se intentó utilizar una técnica basada en la teoría de autómatas finitos para identificar patrones en el texto. Este enfoque implicaba convertir expresiones regulares (regex) a un Autómata Finito No Determinista (AFN) utilizando la construcción de Thompson, y luego transformar el AFN resultante en un Autómata Finito Determinista (AFD) mediante el algoritmo de subconjuntos.

Aunque esta metodología es teóricamente sólida y ampliamente estudiada en el ámbito de los compiladores y la teoría de autómatas, su aplicación práctica en el contexto específico de este tokenizador resultó ser **menos que ideal**. A continuación, se exploran las razones por las cuales este enfoque no es la mejor opción para el proyecto en cuestión.

**Complejidad Computacional**

La conversión de una regex a un AFN y luego a un AFD implica varios pasos complejos que pueden resultar en un sistema complicado y difícil de manejar:

* **Regex a AFN:** La construcción de Thompson es un proceso relativamente directo, pero puede generar un gran número de estados y transiciones, especialmente cuando se trata de regex complejas que contienen múltiples operadores y estructuras repetitivas.
* **AFN a AFD:** La conversión de un AFN a un AFD utilizando el algoritmo de subconjuntos puede provocar una explosión exponencial en el número de estados. Cada estado del AFD representa un conjunto de estados del AFN, lo que puede llevar a una cantidad enorme de estados en el AFD resultante, especialmente si el AFN original es grande y complejo.

**Legibilidad y Mantenimiento del Código**

El código resultante de la implementación de estos algoritmos puede ser complicado y difícil de mantener:

La legibilidad del código es crucial para el mantenimiento a largo plazo, especialmente en equipos donde los desarrolladores pueden cambiar con el tiempo. Un sistema basado en autómatas finitos tiende a ser menos legible y más difícil de comprender que uno basado en regex directamente.

Utilizar regex directamente en el código es más simple y fácil de entender. Las expresiones regulares permiten expresar patrones de texto de manera concisa y clara, facilitando su modificación y extensión en el futuro.

**Flexibilidad y Adaptabilidad**

Si se requiere agregar nuevos patrones o modificar los existentes, hacerlo directamente con regex es mucho más sencillo y directo:

Simplemente se actualiza la expresión regular en lugar de tener que reconstruir completamente el AFN y el AFD, lo cual es un proceso costoso y propenso a errores.

Las regex proporcionan una forma flexible y poderosa de definir patrones complejos de manera concisa, permitiendo adaptaciones rápidas y eficientes.

**Extensiones y Mejoras**

Añadir funcionalidades adicionales o mejorar la precisión del análisis es más directo cuando se usan regex:

La flexibilidad de las regex permite expresar patrones complejos de manera concisa, facilitando la extensión del sistema para manejar nuevos tipos de tokens o mejorar la precisión del análisis.

En un sistema basado en AFN y AFD, cada mejora podría requerir cambios significativos en la estructura del autómata, lo que implica un rediseño y una reimplementación compleja.

# **ENFOQUE ADOPTADO**

Utilizar regex directamente para identificar patrones en el texto es más eficiente y fácil de implementar por las siguientes razones:

* Las bibliotecas modernas de regex en lenguajes de programación como Python están altamente optimizadas y pueden manejar una amplia gama de patrones de manera eficiente.
* Las regex proporcionan una forma declarativa y concisa de definir patrones de texto, lo que simplifica tanto la escritura como el mantenimiento del código.
* Las expresiones regulares se ajustan al programa de estudios de la materia de Diseño de Compiladores, por lo tanto, elegir este enfoque no representaría una opción descabellada para implementar el tokenizador

# **EXPLICACIÓN DEL ALGORITMO**

## **Paso 1: Definición de Funciones Auxiliares**

* Función generar\_variaciones(palabra):
  + Entrada: Una palabra en español.
  + Salida: Una lista de variaciones de la palabra considerando género (masculino, femenino) y número (singular, plural).
* Lógica:

Si la palabra termina en "o":

Añadir variaciones terminadas en "a", "os", "as".

Si la palabra termina en "a":

Añadir variaciones terminadas en "o", "as", "os".

Si la palabra termina en "e":

Añadir la variación terminada en "es".

Si la palabra termina en "l", "n" o "r":

Añadir la variación terminada en "es".

Para otras terminaciones:

Añadir la variación terminada en "s".

* Función generar\_listas\_variaciones(lista\_palabras):

**Entrada:** Una lista de palabras en español.

**Salida:** Una lista de palabras con todas las variaciones de género y número, eliminando duplicados.

* Lógica:

Para cada palabra en la lista de entrada:

Generar sus variaciones usando generar\_variaciones.

Añadir las variaciones a una lista.

Eliminar duplicados usando set.

## **Paso 2: Generación de Listas de Palabras**

Generación de listas de palabras positivas, negativas y neutras:

Lógica:

Usar generar\_listas\_variaciones para obtener todas las variaciones de género y número para las listas de palabras originales.

o Listas Generadas:

palabras\_positivas

palabras\_negativas

palabras\_neutras

## **Paso 3: Definición de Expresiones Regulares**

**Crear patrones de expresiones regulares:**

**Lógica:**

Usar las listas de palabras generadas para crear patrones de expresiones regulares que coincidan con cualquier variación de las palabras en minúsculas y sin acentos. Se utiliza una extensión de las expresiones regulares aprendidas en las clases de Diseño de Compiladores.

**Tokens Definidos:**

* + saludos\_bienvenida
  + despedidas
  + identificación
  + expresiones\_positivas
  + expresiones\_negativas
  + expresiones\_neutras
  + preguntas\_ayuda

## **Paso 4: Preprocesamiento del Texto**

Función preprocesar\_texto(texto):

Entrada: Texto en español.

Salida: Texto en minúsculas y sin acentos.

Lógica:

Convertir todo el texto a minúsculas.

Reemplazar las letras acentuadas por sus equivalentes sin acento.

## **Paso 5: Evaluación del Texto del Funcionario**

Función evaluar\_funcionario(texto):

Entrada: Texto del funcionario.

Salida: Puntuación del funcionario y detalles de los elementos detectados.

Lógica:

Preprocesar el texto.

Inicializar puntuación y detalles.

Comprobar presencia de saludo, despedida, solicitud de identificación, expresiones positivas y preguntas de ayuda usando expresiones regulares.

Añadir puntos y detalles según correspondan.

Ajustar la puntuación a una escala del 1 al 5.

## **Paso 6: Evaluación del Texto del Cliente**

Función evaluar\_cliente(texto):

Entrada: Texto del cliente.

Salida: Puntuación del cliente, palabras buenas, malas y neutras encontradas.

Lógica:

Preprocesar el texto.

Inicializar puntuación en 5.

Encontrar y contar palabras positivas, negativas y neutras usando expresiones regulares.

Ajustar la puntuación sumando palabras buenas y restando palabras malas.

Ajustar la puntuación a una escala del 1 al 5.

## **Paso 7: Calificación de la Experiencia**

Función calificar\_experiencia(puntuacion):

Entrada: Puntuación (entero).

Salida: Calificación (positiva, neutra, negativa).

Lógica:

Si la puntuación es mayor a 3: "positiva".

Si la puntuación es igual a 3: "neutra".

Si la puntuación es menor a 3: "negativa".

## **Paso 8: Preguntar al Usuario sobre Palabras Neutras**

Función preguntar\_incluir\_palabra\_neutra(palabra):

Entrada: Una palabra neutra.

Salida: Booleano indicando si se debe incluir la palabra como negativa.

Lógica:

Preguntar al usuario si desea incluir la palabra como negativa.

## **Paso 9: Evaluación Principal**

Función evaluar\_llamada(archivo\_funcionario, archivo\_cliente):

Entrada: Archivos de texto del funcionario y del cliente.

Salida: Puntuaciones y calificaciones para el funcionario y el cliente, e impresiones detalladas.

Lógica:

Leer los archivos de texto.

Evaluar el texto del funcionario.

Evaluar el texto del cliente.

Imprimir los resultados.

Preguntar al usuario sobre palabras neutras y recalcular la puntuación del cliente si se añaden palabras neutras como negativas.

# **EJEMPLO DE APLICACIÓN**

cliente.txt

Hola, buenos días. Sí, mi documento es 12345678.

Gracias por la ayuda, pero estoy un poco cansado de tener que llamar tantas veces. La última vez fue un desastre y no solucionaron nada.

Espero que esta vez sí puedan resolverlo, porque estoy harto de esta situación.

Hasta luego.

funcionario.txt

Buen día, mi nombre es Juan y estoy aquí para ayudarle. ¿Podría proporcionarme su documento o cédula, por favor?

Gracias por esperar. Hemos registrado su solicitud y en breve le daremos una respuesta. ¿Hay algo más en lo que pueda asistirle?

Hasta luego, que tenga un buen día.

El funcionario obtiene puntos según los siguientes criterios (o tokens), empezando desde una puntuación de “0”:

1. **Saludo de bienvenida detectado**: +1 punto
2. **Despedida detectada**: +1 punto
3. **Solicitud de identificación detectada**: +1 punto
4. **Uso de expresiones positivas detectado**: +1 punto

En el texto del funcionario proporcionado, se detectan todas estas características:

* **Saludo de bienvenida**: “Buen día”
* **Despedida**: “Hasta luego”
* **Solicitud de identificación:** “documento o cédula”
* **Expresiones positivas:** “gracias”

Por lo tanto, la puntuación total es 4/5.

**Evaluación del Cliente**

El cliente obtiene puntos en función de las palabras positivas y negativas:

1. Se empieza con una puntuación base de 5.
2. Por cada palabra positiva encontrada, se suma 1 punto.
3. Por cada palabra negativa encontrada, se resta 1 punto.

En el texto del cliente proporcionado:

* **Palabras positivas**: “gracias”, “resolver” (2 palabras positivas)
* **Palabras negativas**: “cansado”, “desastre”, “harto” (3 palabras negativas)

La puntuación se calcula así:

* Puntuación base: 5
* Sumar 2 puntos por las palabras positivas: 5 + 2 = 7
* Restar 3 puntos por las palabras negativas: 7 – 3 = 4

Por lo que la puntuación final es de 4

# **CASOS DE PRUEBA**

**Prueba 1**

cliente.txt

Hola, buenos días.

Si, tengo un problema ahora.

Mi documento es 12345678.

Gracias por la ayuda con mi problema anterior. Pero estoy muy frustrado con el servicio general. La última vez fue un desastre total y no solucionaron nada. Espero que esta vez se pueda resolver. Estoy cansado de tener que llamar tantas veces. No, Hasta luego.

funcionario.txt

Buen día, mi nombre es María y estoy aquí para ayudarle.

¿Podría proporcionarme su documento o cédula, por favor?

Gracias por esperar. Hemos registrado su solicitud y en breve le daremos una respuesta.

Le agradecemos su paciencia. ¿Hay algo más en lo que pueda asistirle? Hasta luego, que tenga un buen día.

**Prueba 2**

Cliente.txt

Buenas tardes. Estoy muy molesto con el servicio que he recibido. Ha sido extremadamente lento

y frustrante. Cada vez que llamo, tengo que explicar mi situación desde el principio y nada

parece mejorar. Espero que puedan resolverlo esta vez. Gracias.

Funcionario.txt

Buenas tardes, mi nombre es Pedro y estoy aquí para asistirle. ¿Podría proporcionarme su documento?

Le agradezco por su paciencia. Hemos registrado su solicitud y en breve recibirá una respuesta.

¿Hay algo más en lo que pueda asistirle hoy? Hasta luego.

**Prueba 3**

Cliente.txt

Hola, buenas noches. Sí, mi cédula es 98765432. Estoy muy satisfecho con el servicio que he

recibido hasta ahora. Todo ha sido excelente y muy eficiente. Muchas gracias por la ayuda

constante y el buen trato recibido. Hasta luego.

Funcionario.txt

Buenas noches, soy Carla y estoy aquí para ayudarle. ¿Puede darme su cédula, por favor? Gracias

por esperar. Hemos registrado su solicitud y le daremos una respuesta pronto. Agradecemos su

paciencia y colaboración. Que tenga una buena noche. Hasta luego.

**Prueba 4**

Cliente.txt

Hola. Mi documento es 45678901. No estoy contento con el servicio en absoluto. Ha sido un

problema constante desde que empecé a usarlo. Cada vez que intento obtener una solución,

me encuentro con más inconvenientes. Espero que esta vez puedan resolverlo de manera efectiva.

Adiós.

Funcionario.txt

Buen día, soy Juan y estoy aquí para ayudarle. ¿Podría darme su documento? Gracias por su

paciencia. Hemos registrado su solicitud y estamos trabajando en ello. ¿Hay algo más en lo que

pueda ayudarle hoy? Hasta luego.

**Prueba 5**

Cliente.txt

Buenas tardes. Mi documento es 23456789. Estoy bastante decepcionado con el servicio. Ha habido

muchos errores y parece que nunca se resuelven. He tenido que llamar múltiples veces sin éxito.

Espero que esta vez puedan arreglarlo. Hasta luego.

Funcionario.txt

Buenas tardes, soy Laura y estoy aquí para asistirle. ¿Puede darme su documento, por favor?

Gracias por esperar. Hemos registrado su solicitud y pronto recibirá una respuesta. Agradecemos

su paciencia y comprensión. Que tenga un buen día. Hasta luego.

# **CARACTERÍSTICAS NO IMPLEMENTADAS Y DECISIONES TOMADAS**

Algo no contemplado y que me hubiese gustado incluir es la detección de palabras como “cancelar” o similares. Esto podría indicar que el cliente desea cancelar el servicio, lo cual debería automáticamente abortar el análisis. Un cliente que se comunica para cancelar el servicio representa una pérdida para la empresa, por lo que este caso particular requiere un tratamiento especial.

Es importante también considerar el contexto, ya que existen problemas como la polisemia, donde una palabra puede tener varios significados. Por ejemplo, la palabra "banco" puede referirse a una institución financiera o a un asiento. Decidí eliminar los acentos para simplificar el análisis, aunque esto podría generar confusiones. Por ejemplo:

*"Es usted muy cortés conmigo"*

*"Los cortes que hubieron en la última semana afectaron los servicios y me gustaría que puedas ayudarme"*

En la segunda oración, la palabra “cortes” se confundiría con la palabra “cortés”, afectando la puntuación del análisis. Para futuras implementaciones, es necesario contemplar el contexto de la oración.

Otro punto a mejorar sería subdividir las despedidas, ya que una despedida como “adios” o “hasta luego” debería tener una menor puntuación que una frase como “que tenga un buen día”. En esta última, se debería considerar el tiempo subjuntivo del verbo tener, utilizado para expresar deseos.

No se contemplan superlativos como “estuve contentísimo”, los cuales deberían incrementar o disminuir el puntaje en más de un punto, ya que denotan extremo enfado o extrema alegría. Tampoco se contemplan expresiones idiomáticas, que son expresiones fijas cuyo significado no puede deducirse de las palabras que la componen. Por ejemplo, "tirar la toalla" significa rendirse, y "estar en las nubes" significa estar distraído.

No hemos contemplado casos en los que una negación o doble negación puede alterar el significado de la frase. Por ejemplo, "No estoy insatisfecho" podría interpretarse como una satisfacción moderada, pero el algoritmo actual podría detectar "insatisfecho" como negativo.

El análisis no contempla el sarcasmo o la ironía, donde una expresión positiva puede ser usada con un sentido negativo. Por ejemplo, "¡Qué maravilloso servicio!" puede ser irónico si se dice en un contexto de insatisfacción.

Los conectores como "pero", "aunque", "sin embargo" pueden cambiar el sentimiento de una oración. Por ejemplo, "El servicio fue rápido, pero no eficiente" contiene una conjunción que cambia el sentimiento de positivo a negativo.

El análisis actual es muy lineal y no tiene en cuenta el contexto general de la conversación. Una serie de comentarios positivos seguidos de un comentario extremadamente negativo pueden cambiar la percepción global de la interacción.

La presencia de signos de exclamación puede intensificar el sentimiento expresado. Por ejemplo, "¡Estoy muy feliz con el servicio!" tiene un tono más positivo que "Estoy feliz con el servicio".

# **Conclusión**

El análisis de texto automático presenta varios desafíos que van más allá de la simple detección de palabras positivas o negativas. Aspectos como el contexto, la negación, la ironía, las entidades nombradas, y las construcciones gramaticales complejas deben ser considerados para obtener un análisis de sentimiento más preciso y significativo. Implementar soluciones que puedan manejar estos casos de manera efectiva requerirá técnicas más avanzadas de procesamiento del lenguaje natural, como el análisis de contexto y el uso de modelos de aprendizaje profundo entrenados con grandes corpus de datos.