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**Introduction**

* The goal of our project is to transfer the style of an image to another image. We need a style-reference image so that we can transfer its style into a target image.
* The style of an image means the distinctive artistic elements that make an image special and unique, such as the waves in the painting The Great Wave off Kanagawa.
* It is important to combine the style of the style-reference image and the content of target image to synthesize a new image, which is the basic idea of image style transfer.
* It is necessary to build a model to separately detect the content information in target image and style information in style-reference image. In the paper “Image Style Transfer Using Convolutional Neural Networks”, it was proposed that CNN, convolutional neural network, is an effective model to extract image styles and contents. Therefore, we will be implementing CNN to accomplish model information extraction.

**Our implementations**

1. Initialize the synthetic image .
2. Extract the content information from our content image, and try to minimize the difference between synthetic image and content image since capturing the content is one of the two crucial parts to finish this project. The complexity of capturing the information of image has relationships with different layers of content representations. The more layers we have in original image, the more difficult for us to pick up critical pixel points from the original image
3. Gathering the style information from style-reference image is another important part in our project. After getting the style information, we need to reconstruct the style on the synthetic image. It is very important to minimize the style difference between synthetic image and style-reference image.

4. Update the information of synthesize image

5. Build a loss function to calculate the content loss, style loss and overall loss of our model.

6. Implement the CNN(Convolutional Neural Networks).

**Current Milestones**

1. We are currently using VGG-19 as our pre-trained model.
2. We finished the major research about tensorflow model and style transfers, and found a lot of relevant academic papers about them.
3. We finished implementing the ‘loss function’.

**Current Difficulties**

1. We still need to debug our program. Currently many bugs still exist and affect the overall effectiveness of our program. Since it is our first time using vgg model and tensorflow, we need time to deal with the details.
2. Problems exist in setting the weight of different layers and constants, since our program is not runnable now, this is not in priority but we will finish it when our program run correctly. We are still looking for papers about this part and will try different settings to obtain better synthetic image.
3. Some parts of those papers have vague definitions that we did not understand. We need time to discuss these papers and learn more. Different papers have similar approaches but quite different technique to extract information, count loss and optimize. We are currently using one of them but not sure if it is the optimal one.
4. We need to practice using and train the VGG models in our projects. With pre-trained constants in VGG model we could use it in our finished model.

Future milestones

1. We plan to use self trained model instead of the pre-trained model we have right now.
2. If we have time, we may implement a better gui instead of command line order.
3. The website now is currently under construction, and we expect to finish most of our project in the first 2 weeks of November. Following results of our project will also be uploaded there as the form of dev blog.

Work Schedule

|  |  |
| --- | --- |
| Date | Mission |
| 11.5-11.11 | Debug and wrap up |
| 11.12-11.18 | Debug and wrap up |
| 11.19-11.25 | Finalize the project |
| 11.26-12.2 | Create the final project website |
| 12.3-12.9 | Upload work and prepare presentation |
| 12.10-12.16 | Group presentation |
|  |  |
|  |  |
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