1. 从git上clone machine translate项目到自己的目录下。
2. (100-5)Dataset:/DATA/disk1/liuchang10/machine\_translation/t2t\_datagen, trainingset:20180703enzh - 20180704enzh; development set: 20180705enzh

Vocab:上层目录/t2t\_data:en,zh

1. 在transformer中使用已有词表处理源数据，新problem文件放在usr\_dir中
2. 新建参数transformer\_big\_new, 修改batch\_size为4096
3. 使用transformer\_big\_new作为超参数，新建立problem文件为problem参数，运行步数设为300000steps
4. 训练模型，得出bleu值，最后在有道云协作上记录