**Matlab Tutorial 2: Exercises for Advanced Data Mining**

**Exercise 1:** Generate *N* = 500 2-dimensional data points that are distributed according to the Gaussian distribution *N(m*,*S)*, with mean *m* = [0, 0]*T* and covariance matrix

*S* =[*σ*11 *σ*12;*σ*21 *σ*22] for the following cases:

1. *σ*11=*σ*22=1, *σ*12 = *σ*21=0
2. *σ*11=*σ*22=0.2, *σ*12 = *σ*21=0
3. *σ*11=*σ*22=2, *σ*12 = *σ*21=0
4. *σ*11=0.2, *σ*22=2, *σ*12 = *σ*21=0
5. *σ*11=2, *σ*22=0.2, *σ*12 = *σ*21=0
6. *σ*11=*σ*22=1, *σ*12 = *σ*21=0.5
7. *σ*11=0.3, *σ*22=2, *σ*12 = *σ*21=0.5
8. *σ*11=0.3, *σ*22=2, *σ*12 = *σ*21=-0.5

Plot each data set and comment on the shape of the clusters formed by the data points.

***Solution: Matlab code for part a)***

mu1 = [0 0]; Sigma1 = [1 0; 0 1];

r1 = mvnrnd(mu1, Sigma1, 500);

figure(1), plot(r1(:,1),r1(:,2),'.');

figure(1), axis equal

figure (1), axis([-7 7 -7 7])

**Example 2:** Assume that a feature follows Gaussian distributions in both classes of a 2-class

classification problem. The respective mean values are *m*1 = 8.75 and *m*2 = 9; their common variance is *σ*2 = 4.

**1.** Generate the vectors *x*1 and *x*2, each containing *N* = 1000 samples from the first and the second distribution, respectively.

**2.** Pretend that the means *m*1 and *m*2, as well as the variance *σ*2, are unknown. Assumed to be known are the vectors *x*1 and *x*2 and the fact that they come from distributions with equal (yet unknown) variance. Use the *t*-test to check whether the mean values of the two distributions differ significantly, using as significance level the value *ρ* = 0.05.

Repeat this procedure for *ρ* = 0.001 and draw conclusions.

***Solution: Matlab code***

%To generate the vectors x1 and x2

randn('seed',0)

m1=8.75;

m2=9;

stdevi=sqrt(4);

N=1000;

x1=m1+stdevi\*randn(1,N);

x2=m2+stdevi\*randn(1,N);

%Apply the t-test using the MATLAB ttest2 function

rho=0.05;

[h] = ttest2(x1,x2,rho)

where

*h* = 0 (corresponding to the null hypothesis *H*0) indicates that there is no evidence, at the *ρ*

significance level, that the mean values are not equal

*h* = 1 (corresponding to the alternative hypothesis *H*1) indicates that the hypothesis that the

means are equal can be rejected, at the *ρ* significance level.

If the latter case is the outcome, the feature is selected; otherwise, it is rejected. In our case, the

result is *h* = 1, which implies that the hypothesis of the equality of the means can be rejected at the 5% significance level. The feature is thus selected.

***Remark***

* The *t*-test assumes that the values of the features are drawn from normal distributions. However, in real applications this is not always the case. Thus, each feature distribution should be tested for *normality* prior to applying the *t*-test. Normality tests may be of the *Lilliefors* or the *Kolmogorov-Smirnov* type, for which MATLAB functions are provided (*lillietest* and *kstest*, respectively).
* If the feature distributions turn out not to be normal, one should choose a nonparametric statistical significance test, such as the *Wilcoxon* rank sum test, using the *ranksum* MATLAB function.

**Exercise 3:** Draw the ROC curve for a classifier and dataset of your choice.

***Solution:*** *The Matlab code here is illustrated for a forward neural network with ten hidden layers and applied to the Iris data.*

%load the iris data with (t being the class label represented as %a vector with elements equal to zero everywhere except for the %class that belongs to where the value is 1)

[x,t] = iris\_dataset;

%create a neural network with 10 hidden layer

net = patternnet(10);

%apply the neural network to the data

net = train(net,x,t);

view(net)

%predict the class label using the neural network net

y = net(x); %each y is a vector with all zeros except the %element on the position for which the class is 1

%check the performance of the classifier

perf = perform(net,t,y);

%classes = vec2ind(y);

%calculate the true positives, false positives for different %thresholds

[tpr,fpr,th] = roc(t,y)

%plot the ROC curve

plotroc(t,y)

**Exercise 4:** Example of ensemble of classifiers for imbalanced data (based on the Mathworks example at <http://www.mathworks.com/help/stats/ensemble-methods.html#br0g6t1-1>)

This example shows how to classify when one class has many more observations than another. We will experiment with the Random Under Sampling) RUSBoost algorithm, because it is designed to handle this case.

We use the "Cover type" data from the UCI machine learning archive, described in <http://archive.ics.uci.edu/ml/datasets/Covertype> . The data classifies types of forest (ground cover), based on predictors such as elevation, soil type, and distance to water. The data has over 500,000 observations and over 50 predictors, so training and using a classifier is time consuming.

Blackard and Dean [3] describe a neural net classification of this data (<http://www.mathworks.com/help/stats/ensemble-methods.html#br0g6t1-1> ). They quote a 70.6% classification accuracy. RUSBoost obtains over 76% classification accuracy; see steps 6 and 7.

* [Step 1. Obtain the data.](http://www.mathworks.com/help/stats/ensemble-methods.html#zmw57dd0e59665)
* [Step 2. Import the data and prepare it for classification.](http://www.mathworks.com/help/stats/ensemble-methods.html#zmw57dd0e59678)
* [Step 3. Examine the response data.](http://www.mathworks.com/help/stats/ensemble-methods.html#zmw57dd0e59688)
* [Step 4. Partition the data for quality assessment.](http://www.mathworks.com/help/stats/ensemble-methods.html#zmw57dd0e59703)
* [Step 5. Create the ensemble.](http://www.mathworks.com/help/stats/ensemble-methods.html#zmw57dd0e59712)
* [Step 6. Inspect the classification error.](http://www.mathworks.com/help/stats/ensemble-methods.html#zmw57dd0e59730)
* [Step 7. Compact the ensemble.](http://www.mathworks.com/help/stats/ensemble-methods.html#zmw57dd0e59754)

**Step 1. Obtain the data.**

urlwrite('http://archive.ics.uci.edu/ml/machine-learning-databases/covtype/covtype.data.gz','forestcover.gz');

Then, extract the data from the forestcover.gz file. The data is in the covtype.data file.

**Step 2. Import the data and prepare it for classification.**

Import the data into your workspace. Extract the last data column into a variable named Y.

load covtype.data

Y = covtype(:,end);

covtype(:,end) = [];

**Step 3. Examine the response data.**

tabulate(Y)

Value Count Percent

1 211840 36.46%

2 283301 48.76%

3 35754 6.15%

4 2747 0.47%

5 9493 1.63%

6 17367 2.99%

7 20510 3.53%

There are hundreds of thousands of data points. Those of class 4 are less than 0.5% of the total. This imbalance indicates that RUSBoost is an appropriate algorithm.

**Step 4. Partition the data for quality assessment.**

Use half the data to fit a classifier, and half to examine the quality of the resulting classifier.

part = cvpartition(Y,'holdout',0.5);

istrain = training(part); % data for fitting

istest = test(part); % data for quality assessment

tabulate(Y(istrain))

Value Count Percent

1 105920 36.46%

2 141651 48.76%

3 17877 6.15%

4 1374 0.47%

5 4746 1.63%

6 8683 2.99%

7 10255 3.53%

**Step 5. Create the ensemble.**

Use deep trees for higher ensemble accuracy. To do so, set the trees to have minimal leaf size of 5. Set LearnRate to 0.1 in order to achieve higher accuracy as well. The data is large, and, with deep trees, creating the ensemble is time consuming.

t = templateTree('MinLeafSize',5);

tic

rusTree = fitensemble(covtype(istrain,:),Y(istrain),'RUSBoost',1000,t,...

'LearnRate',0.1,'nprint',100);

toc

Training RUSBoost...

Grown weak learners: 100

Grown weak learners: 200

Grown weak learners: 300

Grown weak learners: 400

Grown weak learners: 500

Grown weak learners: 600

Grown weak learners: 700

Grown weak learners: 800

Grown weak learners: 900

Grown weak learners: 1000

Elapsed time is 918.258401 seconds.

**Step 6. Inspect the classification error.**

Plot the classification error against the number of members in the ensemble.

figure;

tic

plot(loss(rusTree,covtype(istest,:),Y(istest),'mode','cumulative'));

toc

grid on;

xlabel('Number of trees');

ylabel('Test classification error');

Elapsed time is 775.646935 seconds.

![http://www.mathworks.com/help/releases/R2015b/stats/rusboost_cover.png](data:image/png;base64,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)

The ensemble achieves a classification error of under 24% using 150 or more trees. It achieves the lowest error for 400 or more trees.

Examine the confusion matrix for each class as a percentage of the true class.

tic

Yfit = predict(rusTree,covtype(istest,:));

toc

tab = tabulate(Y(istest));

bsxfun(@rdivide,confusionmat(Y(istest),Yfit),tab(:,2))\*100

Elapsed time is 427.293168 seconds.

ans =

Columns 1 through 6

83.3771 7.4056 0.0736 0 1.7051 0.2681

18.3156 66.4652 2.1193 0.0162 9.3435 2.8239

0 0.0839 90.8038 2.3885 0.6545 6.0693

0 0 2.4763 95.8485 0 1.6752

0 0.2739 0.6530 0 98.6518 0.4213

0 0.1036 3.8346 1.1400 0.4030 94.5187

0.2340 0 0 0 0.0195 0

Column 7

7.1705

0.9163

0

0

0

0

99.7465

All classes except class 2 have over 80% classification accuracy, and classes 3 through 7 have over 90% accuracy. But class 2 makes up close to half the data, so the overall accuracy is not that high.

**Step 7. Compact the ensemble.**

The ensemble is large. Remove the data using the [compact](http://www.mathworks.com/help/stats/classificationensemble.compact.html) method.

cmpctRus = compact(rusTree);

sz(1) = whos('rusTree');

sz(2) = whos('cmpctRus');

[sz(1).bytes sz(2).bytes]

ans =

1.0e+09 \*

1.6947 0.9790

The compacted ensemble is about half the size of the original.

Remove half the trees from cmpctRus. This action is likely to have minimal effect on the predictive performance, based on the observation that 400 out of 1000 trees give nearly optimal accuracy.

cmpctRus = removeLearners(cmpctRus,[500:1000]);

sz(3) = whos('cmpctRus');

sz(3).bytes

ans =

475495669

The reduced compact ensemble takes about a quarter the memory of the full ensemble. Its overall loss rate is under 24%:

L = loss(cmpctRus,covtype(istest,:),Y(istest))

L =

0.2326